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In this paper , we study the influence that the convexity of a
real function T has inHalley’'s method [ 4, 5], inorder to get the
solution of f(x) = O . References (2] and (3] give global
convergence theorems of this method .

~For each convex function we introduce an index . This is the
number of times that we need to compose the function with the
logarithmic function in order to get a concave one . This concept ,
called degree of logarithmic convexity , provides a measure of the
convexity of f at each point.

Let faC(2 ( v ) a convex and positive function , V a
neighbourhood of x,eR . Denote T[fl(x) = f(x) - f(xg) + 1 and
define Fy=1logf , Gy =TI[F;] . By induction, if neN:
Frhe1 51096y and  Gpay = TIFpeq]l o If x5 1S not a minimum of
f ,1t1sinmediate that Fn, 1S a convex function If and only if

flxg) (%) [ F(xg) 172 2 n It leads us to introduce the following

JEFINITION
The degree of logarithmic convexity of  at x, 1sdefined by
fix ) F(x)
(1 Lo(x)=—0—20
f70 2
[f(x,)]

Notice that if x, is a minimum of f then F, 1s convex for
¢ nandso Lf(xg) =+ e . Wecanextend formally this definition
f.  ery function feC(2(v).



In terms of the degree of logarithmic convexity , Halley's
method consists In applving the iterative process given by
(2) x =F(x ) with F)=x--2L 2
n n-l fix) 2-L 00
It is known [ ! ], that Halley’s method can be derived by applying
Newton’s method to the function

hix) =
[f(x)]

In what follows ,we take f satisfying the following conditions
(3) faC3 (fa,p]), f(a)<0<f(b) , (x>0 and f(x)20 for xala,b]

These conditions imply that there exists one and only one root

se (a,b) of the equation f(x) = 0. Suppose that the starting
value x, satisfies s< Xg<b I we study the convergence of
Newton’s method for the function h , by means of the degree of
logarithmic convexity , we obtain a new theorem of global
convergence for Halley’s method .

THEOREM

() I Le-tx)s 372 in [ab] then [x,], givenby (2),isa

decreasing sequence that converges to s,

(1) If Lp(x) &(3/2,2) and Lex)< ! in [36] , lor

Xp 2 a+2Mb)r(a) , then the sequence [(xp/, givenby (2),
converges to 5.

Proof :

(1) It 1s inmediate that h has a point of inflexion at the root s

since

o= —E— (60 [3-21, (0]
40 (x)]
Then ,1f  Lg- (%) <372 , 1t follows that h s a concave function
in (a,5) and a convex function in (s,b) . On the other hand , as h"”
is a positive function in (s,b) then N ()=F()!1/2(2-L¢(x))/2 s
an increasing runction in (s,b) . Besides , h'(s)> O and therefore h
1S an increasing function in (s,b) . By applying Newton's method
to h, we obtain that  { x, )} is a decreasing sequence that
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converges to s.
(i) Lp 1s anegative function in [ab] and |Ln(x)| <1 if and
only 1t 060 (2= L) )= ) Lf (x) >0 Then
Loo= X e LoocL 00-2) )

Therefore , we obtain that |Ly(x)|<1 1 ana only 1f

2-Le0O > LeOO [ 1+ LeOO (Lgr (0 =2 ) ] . Then , taking into
account that  L¢(x) €(3/2,2) and Lg(x) <1 in [ab] it
follows that [Lqx) <1 in [ab] . Thus there exists ™M&(0,1)
such that [ Ly(x) [ <M 1n [a,b].

On the other hand , if we denote H(x)=x - D). ang X =Hx ),

h'(x)
1L1s Inmediate that  H(xy) & (3,5) and | xy -s1<M |xg-s]|
since Xy -5 =H(Xy) - H(s) = H(§g) (xq - 5) for €, e(s,Xy) . By
induction , we obtain that H(xon) €(s,b) and H(xpp. ) ®(a,s)
for 0 . Besides Ixp-sl< M| x5-s| and therefore
My xq=s. %

1

If the function f is decreasing, all the previous results turn
out to be valid by changing slightly the reasoning used. The
conaition  f(xp) > 0 does not affect the resuits  When
fixg) <O and Lg () <3/2 , (x5 ) turns to be an increasing
sequence . If f isconcave,then by considering the respective
degree of exponential concavity , we obtain analogous results .
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