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INTRODUCTION

This paper deals with the problem of estimation in the parametric case for
discrete random variables. Their study is facilitated by the powerful method
of probability generating function.

In [1] the probability generating function was used instead of the densities
or the gl_smlmheﬂ : functions in problemes of inference. Most of the attention
has been directed toward the use of the sam/g_lg__@m@gi_sg_cﬁ;p@_on. We
now develop a procedure for estimation of parameter of discrete distributions
which probability generatinMcept for the parameter. A
similar approach under different conditions was studied in [2] and [3] who have
considered the use of the sample characteristic function.

Let X;,...,X, be iid, integer-valued rv’s with common distribution Pyx.
Let P, = £ 37" dx, the empirical measure and G, its probability generating
function. G, is a sufficient, consistent, unbiased estimator of the probability
generating function g of the unknown law Pyx. We refer to [1] for more detail.

We now assume that the distribution Px belong to a family of distributions
P = {Py: 0 € ©} dominated by some sigma-finite measure u. Thus, for every
given 0, we denote py(z) = 42 (z) a version of the density of P, respect u. We

dp
suppose the following regularity conditions:

(1) © is an open interval of the real line.
(ii) Qp = {z € N: py(z) > 0} is independent of 6.
(ii) V6 € O, 3,50 Zpo(2)u(z) < 00, 450 ZsPe(z)p(z) < 00, and
E, ((%logpg(X))z) < o0.
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Let S(X,0) = 2 logpe(X). Under (i)-(ii)-(iii), E5(S(X,0)) = 0 and the Fisher
information

10) = B(5°(X,0)) = ~Ey (s logpa(X) ).

Let P = {g(-,0): 0 € ©} be the set of the probability generating functions
corresponding to P.

1. THE INTEGRATED SQUARED ERROR ESTIMATION OF PARAMETERS

DEFINITION 1. A statistic 6, = én(Xl, ..., X,) is said to be an integrated
squared error estimator (ISEE) if it minimizes

1
4,0) = [ (Gals) — g(5,0))" ds.
0
We assume that A,(0) is twice differentiable under the integral sign. The
derivative of A,(6) is given by
A,0) = - 23 H(X,,0)
n - n P 1) )
where .
H(X,0) = [ (s - g(5,0))9'(5,6) ds,
0
being ¢'(s,0) = cove(s*, & logpy(X)). The estimator will be a root of
(2.1) A (0)=0

for which A”(8) > 0.
It is easy to check that

Ey(H(X,0)) =0, |H(X,0)| <2I(0)"* and vary(H(X,0)) < I(6).
Vary(H(X, 0)) = /1 /1 cove(sX,tX)g' (s, 0) ds dt

B / /01(9(3“’) — g(s,0)g(t,0))g'(s,0)g'(t,0) ds dt,

which ensures that the central limit theorem as well as the law of large num-
bers apply to the sequence of independent variables {H(X,,0)} identically
distributed as H(X,0). |
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We now proceed to investigate the existence and the asymptotic behaviour
of the ISEE for large values of n.

Let 6, denote the unknown true value of the parameter in the distribution
which we are sampling.

PROPOSITION 1. Suppose that
(i) Eo,(|H(X,0)]) < o0, V0 €O,
(ii) H(z,0) is, for almost all x, a continuous function,

(i) L(6o,0) = Eg,(H(X,0)) is monotonically decreasing function over a
neighbourhood Uy, of 6.

Then, there exists a sequence (6,,) of roots of (2.1) such that (,) = 6, when
n — 0o.

Proof. By Kolmogorov theorem it follows that, V6 € ©,

4,(6) = 2 Y H(X,.0) 2 J(6,,6) = ~2L(60,0)

i=1

when n — oo, which is monotonically increasing. Since J(6y,6) = 0, we have

A;(@o —5) ﬁ) J(00,00 —E) <0
A;(@O + E) ii) J(90,00 + E) >0

where € > 0 is such that |0, — €,6, + €[C U,,. Hence, there exists ng(e) such
that for n > ny(e),

Al (6y—¢) = —%ZH(zi,QO —€) <0 as.
=1

and ,
2 n
Al (6p+¢€) = — ZH(a:i,Oo +¢e)>0 as.
=1
Since by condition (ii) the function H(z,0) is for almost all z a continuous
function of ¢, then for arbitrary € > 0, the equation (2.1) have a root 6, in
160 — €,60 + €[ as soon as n > ny(e). Then the sequence 6,, = 0,(X;,...,X,)
converge a.s. to 0. §
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If (i)-(ii)-(iii) of Proposition 1 holds, and we suppose that H(z,0) is differ-

entiable for all values of z, the function 2 H (z, ) is continuous in 6, uniformly

in z and By, (| ZH(X,0)|) < 0o, V6 € ©. Then

PROPOSITION 2. A, () achieves the minimum in the root 6, of the equa-
tion (2.1).

Proof. Define
10
B.(0) ==Y —H(X;?0).
©)= 5 3 5500
The regularity assumptions implie that

VO € ©, B,(0) 2> Ey, (‘%H(X, G)D = ((0,6,), whenn — oo.

Since the function 2 H(z,6) is continuous in # uniformly in z, we have

1~ (0 .9 _

n ; (%H(X“e") - E)@H(Xu 00)) — 0, when n — oo.
Thus,

1 n 8 ~ 1 . )

_ Z _H(Xzaen) — ﬂ(ao,eo) = —/ g (3790) dS < O a.s.

n = 00 n—o00 o

Then dng such that for n > ny, A',i(én) > 0 and consequently 0, is an ISEE
strongly consistent (when n — 00). 1

Remark. (Heathcote [2]) Suppose that the following identifiability holds:
0, # 0y <= g(-,0,) # g(-,0,). For an arbitrary ¢ > 0,

Buy(An(0n %9) — 4,60) = [ (05,00 %) = g(s,60))"ds > 0.

It follows from the strong law of large numbers that the inequality A, (6o +d) >
A, (6p) holds with probability one for n sufficiently large. Furthermore, this
is a strict global minimum. Since § is arbitrary and A, () differentiable we
conclude that there exists a solution 8, of (2.1) which is strongly consistent
for 6.
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PROPOSITION 3. Suppose the following conditions are satisfied:
(i) Es(|H(X,0)]) < o0, Eg, (|ZH(X,0)|) < o0, V8 € O.
(ii) The function 2 H(X,0) is continuous in  uniformly in x.
Then, \/n(6, — 0) — N(0,0%(65)).

Proof. Let 6, a root of the equation (2.1) which is a strongly consistent
estimator of #,. We have

22)  SHG) = Y HOG0) + (6o ~6) Y g H K )

i=1 i=1

where 5;; is a point on the line segment connecting 6, and 0,.
Now

a) H(X,6,) is a r.v. such that E,, (H(X,6,)) =0 and,

vara, (HX,00) = [ [ (al6t,00) ~ (5, 00(0,00)
9'(5,60)g' (t,60) ds dt = i(6p) < o0.

Therefore, by the central limit theorem,

\/iﬁ S H(X, 00) -5 n(0,i(60)).

b)
Lm0 oy oy Lyn @
1& 3 0
;2;(30 (X0, 82) — 55 H (X, 60) ) = Bal6) +
We have:

0

B,(60) =% B, (%

H(Xi,GO)) = B(6o,6p), when n — oo,

0 = V0, + (1 —v)0, for some 0 < v <1 and 0, is strongly consistent. Then

0* 2% 0y, when n — oo.
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Since 2 H(z,0) is continuous in # uniformly in z, we obtain ¢, =% 0.
Hence,

1 i a a.s

—NT ZH(X;,05) 5 5(6,, 6 0

n ; 90 n ﬂ( 0 0) <
and from (2.2) we can write

< 7= Yy H(X,60)
_ VL
Vla =) = T3 H(X;,0%)

n i=1 59 1 ¥n

for n sufficiently large.
a) and b) together implie that /7 (6, — 6y) — N(0,02(6,)) where o2(6p) =
i(60)/C(60), C(6o) = 5(0o,60)- 1

2. CONFIDENCE INTERVAL

Now, we suggest a method for obtaining a confidence interval of the pa-
rameter #,. Suppose the assumptions of Proposition 3 holds. We denote
X = (X1,...,X,) and let

Vn(j’,go,g) - M,
nA(0070)
where H(X,0) = ", H(X;,0) and A(6y,0) = Ey, (H2(X,9)).

PROPOSITION 4. If the function &V, (z,0,0) is continuous in 6 uniformly
inz, and T, = %Vn(f,én,én), then the interval

[ ~ «
7611
|T] |T]

0, —

is, for large n, an asymptotic 100A% confidence interval for 6,, where o is the
quantile of order (1 + \)/2 of the N(0,1).

Proof. Indeed, an elementary calcul gives:

1 3 1 10 —

l —
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According to %H(X:,HO) 2% 0 and %%H(f,@o) 22 (6o, 60), we have

1 a - a.s. :8(90790)
——V.(X, 00,6y — ———.
Furthermore, since § — %V(x, 6,0) is continuous in # uniformly in z, it
follows that

]- 1 a G A N a.s. 5(00,00) _1
—Th=—=7Wa X79na0n - = .
Vi = mop O O T e = o)
Since, 5
Tn(GO _ én) — \/ﬁ(gn - 90) Tna(eo)

(o) —vn '

in view of Proposition 3 we conclude T}, (6y — 5n) Ly N (0,1) and consequently
~ a a
Pr (6 Op,— —,0,+—1 ] — A
r(one] T |Tn|D .
This complete the proof of the proposition. [

ExXAMPLE. Let X ~» B(6), 6 €]0,1[, the Bernouilli distribution. Then,
9(s,0) =0(s —1)+1, g'(s,0) =s — L.

_ 1 0 1 . _ 6o(1 —6o)
H(X,O)— m_g‘i‘i; Z(GO)— 9 ’
1 . 3 3 1

i=1
It can be easily shown that, due to the fact that X; =0 or 1,

(%Ee (én))2

b= 25, vary(By) = 2 )
2 00

S|

0., is an efficient, unbiased, strongly consistent estimator of § and

6o € ]én — a0 (1 = 8,), 6, + /B (1 — én)[

is the 100A\% confidence asymptotic interval.
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