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1 Introduction 

“A major new high-speed rail line will generate many thousands of construction jobs over 

several years, as well as permanent jobs for rail employees and increased economic activity 

in the destinations these trains serve.” 

US President Barack Obama, Apr 16th, 2009 

With the rise of New Economic Geography (NEG) the s patial dimen-

sion in economic thinking has celebrated an impress ive comeback 

during the recent decades. 1 Not least, the Nobel Prize being 

awarded to Paul Krugman in 2008 highlights how wide ly the impor-

tance of a deeper understanding of regional economi c disparities 

has been acknowledged among economists. One of the fundamental 

outcomes of NEG models is that accessibility to reg ional markets 

promotes regional economic development due to the i nteraction of 

agglomerations forces, economies of scales and tran sportation 

costs. 

Recent empirical research confirms that there is a positive re-

lationship between regions’ centrality with respect  to other re-

gions and their economic wealth (e.g. HANSON, 2005)  and that 

there is evidence for a causal importance of access  to regional 

markets for the economic prosperity of regions (RED DING & STURM, 

2008). From these findings, a direct economic polic y dimension 

emerges. Centrality is not exogenous to economic po licy but, of 

course, depends on transport infrastructure. Theref ore, by (pub-

lic) investment into infrastructure, accessibility as well as 

economic growth can be promoted. 2 

                       

1  In many aspects NEG is building on the work of the early period of economic geography (e.g. 
CHRISTALLER, 1933; LÖSCH, 1940) adding formal models and spatial dynamics. The history of 
spatial economic thinking dates back to at least VON THÜNEN (1826). 

2  Other political dimensions related to NEG include the prospects of temporary subsidies and regulations 
having a permanent impact on the welfare of immobile factors (e.g. REDDING, STURM, & WOLF, 
2007). 
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The expectation that transport innovations would le ad to sus-

tainable economic growth has long since motivated p ublic invest-

ment into large-scale infrastructure investment. Th e US inter-

state highway and aviation programs certainly featu re among the 

most prominent examples of the 20 th  century. In the 21 st  century, 

promoted by sustainability requirements and congest ion of high-

ways and skyways, which further suffer from terrori sm threats 

and security costs, high speed rail (HSR) systems a re increa-

singly attracting the attention of transport planne rs and policy 

makers. Various countries all over the world now pl an to develop 

their own HSR networks, following the examples of J apan and some 

European countries such as France, Germany, and Spa in, which 

started to develop HSR in the second half of the 20 th  century.  

In the US, the Acela Express along the Northeast Co rridor is 

evidence for the rise in significance of HSR, altho ugh these 

trains only facilitate an average speed of 240 km/h  (150mph), a 

velocity that is relatively modest compared to Euro pean and Jap-

anese systems. This line, however, is only the firs t step toward 

the development of a true inter-city HSR network ac ross the US. 

THE US DEPARTMENT OF TRANSPORTATION (2009), recentl y announced 

its strategic plan, which would include completely new rail 

lines that feature velocities of possibly up to 400 km/h 

(250mph). The plan already identifies US$8 billion plus US$1 

billion a year for five years in the federal budget  just to 

jump-start the development of the system.  

Besides the requirement of more energy efficient tr ansport in 

order to reduce carbon dioxide emissions and oil de pendency, the 

key argument in favor of HSR transport builds on th e idea that a 

faster connection between cities and regions will p romote eco-

nomic development. This is in line with the general  theme emerg-

ing from spatial economics research, which predicts  that more 

3



 

 

intense spatial interactions between economic agent s drive in-

ternal returns and human capital spillovers and ult imately prod-

uctivity through agglomeration economies. Evidence,  however, on 

whether these expectations are met by the reality o f existing 

HSR systems is hardly available. 

The objective of this study is to use the example o f HSR to in-

vestigate the role of regional accessibility in the  realm of 

economic policy, thereby bringing NEG and transport  economic re-

search closer together. REDDING & STURM (2008) show  that the 

spatial distribution of economic activity reacts to  a major ex-

ogenous shock - Germany's division following WWII -  as predicted 

by theory. We focus on an empirical assessment of w hether a sig-

nificant adjustment in spatial economic patterns ca n be found 

for a relatively limited shock to accessibility, or  whether the 

respective forces are dominated by path dependency in the exist-

ing spatial configuration. 3  

One of the empirical challenges in identifying the impact of HSR 

results from the fact that rail lines are usually e ndogenous to 

economic geography. The strongest economic agglomer ations are 

connected (first) as they naturally generate the la rgest demand. 

In other words, given that it is likely that the ar eas connected 

by HSR are those that do or are expected to perform  best, it is 

difficult to establish the counterfactual of what w ould have 

happened in the absence of an HSR line and to disen tangle its 

effects from the natural growth path. Second, if th e largest ag-

glomerations are connected, the marginal impact on accessibility 

of an HSR line, due to large home-markets and compe ting trans-

port modes, may be too small to trigger measurable effects.  

                       

3  See for the role of initial conditions and historical accident in shaping the pattern of economic activity 
ARTHUR (1994), BALDWIN & KRUGMAN (1989) and DAVID (1985), among others.  
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Ideally, we therefore want to investigate the impac t of HSR on 

peripheral areas that do not experience a particula r economic 

dynamic. These cases, however, are very difficult t o find as the 

connection of such areas would naturally run counte r to economic 

and financial viability. We find such a “natural ex periment” in 

the case of the new high speed rail track connectin g the German 

cities of Frankfurt and Cologne. The line is part o f the Trans-

European Networks and facilitates train velocities of up to 300 

km/h. In the course of this new track, travel time between both 

metropolises was reduced by more than 55% in compar ison to the 

old track and by more than 35% in comparison to car  travel. Most 

important, the small towns of Montabaur and Limburg  became con-

nected to the new line.  

The connection of these towns, which, arguably, rep resented pe-

ripheral locations, was the outcome of long and com plex negotia-

tions among authorities at the federal, state and m unicipality 

level, the rail carrier “Deutsche Bahn” and various  activists 

groups. The resulting track was finally considered the best com-

promise in light of cost, speed, environmental and network con-

siderations on the one hand, and heavy lobbying pre ssures of the 

involved federal states to maximize the number of s tations with-

in their territories, on the other. As a consequenc e, Cologne 

and Frankfurt can now be reached within about a 40- minute train 

ride, making the location central with respect to t wo of the ma-

jor regional economic agglomerations with a total p opulation of 

approx. 15 million.  

Altogether, our natural experiment offers the joint  advantage of 

providing exogenous variation in access to markets,  which faci-

litates the isolation of treatment effects from cor related ef-

fects, and being man-made and reproducible and, thu s, of direct 

policy relevance. Since the new track is exclusivel y used for 
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passenger service it is further possible to disenta ngle effects 

from increased labor mobility and human capital and  information 

spillovers from the physical transport cost of trad able goods. 

Our results highlight the potential of HSR to promo te economic 

growth and are supportive for economic geography th eories more 

generally. We argue that as a straightforward appli cation aris-

ing from these findings, an economic geography fram ework can po-

tentially be employed in order to simulate the effe cts of major 

transport projects as a basis for decision making. 

2 Background 

2.1  Transport Policy and Agglomeration Economies  

There is, no doubt, a well-developed body of theore tical NEG li-

terature explaining why economic activity tends to concentrate 

in regional agglomerations. 4 Increasingly, the respective ideas 

have been subject to empirical investigation. At le ast three ma-

jor strands in empirical economic geography researc h are to be 

distinguished (HANSON, 2005). The first focuses on the location 

of production and exports, which according to KRUGM AN (1980) 

should concentrate in the close to large markets (D AVIS & WEINS-

TEIN, 1999, 2003; HANSON & CHONG, 2004; HEAD & RIES , 2001). 

Technology diffusion and the impact on trade and in dustry loca-

tion, accordingly, represent the second backbone of  empirical 

geography research (EATON & KORTUM, 1999, 2002). Fi nally, the 

role of access to regional markets as a determinant  for economic 

wealth receives increasing attention. Important con tributions 

include REDDING & VENABLES (2004), HEAD & MAYER (20 04) and HAN-

SON (1996, 1997, 2005). HANSON (2005) examines the spatial cor-

                       

4  See e.g. NEARY (2001), OTTAVIANO (2003) and OTTAVIANO & PUGA (1998) for an introduc-
tion to the literature. 
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relation of wages and consumer purchasing power acr oss US coun-

ties from 1970 to 1990. Using a HARRIS (1954) type nominal wage 

equation as well as an augmented version based on K RUGMAN 

(1991), he finds strong demand linkages between reg ions that 

are, as he notes, relatively localized. Significant  correlations 

between nominal wage levels and market potential ar e also found 

for Europe, e.g. ROOS (2001), BRAKMAN, GARRETSEN, &  SCHRAMM 

(2000, 2004a) for Germany, MION (2004) for Italy, N IEBUHR (2006) 

for West Europe and AHLFELDT & FEDDERSEN (2008) for  a broader 

European study area. A common limitation of these s tudies is 

that, by focusing on cross-sectional variation in w age and in-

come, results hardly allow for a causal inference o n the effects 

of regional accessibility on regional economic deve lopment. 

REDDING & STURM (2008) address this point by exploi ting Germa-

ny’s division and reunification as a source of exog enous varia-

tion in market access. They show that the adverse e conomic per-

formance of West-German border regions during the p eriod of di-

vision can entirely be explained by an unexpected l oss of market 

access. Moreover, the estimated pattern of impact r esembles the 

theoretical prediction derived from a simulation ba sed on the 

HELPMAN (1998) model.  

The economic policy dimension arising from these fi ndings is im-

mediately apparent given that regional accessibilit y is essen-

tially shaped by transport infrastructure. From the  empirical 

side a growing body of literature indicates that in creasing ac-

cessibility due to improved transport infrastructur e may have 

significant effects on urban and regional economic development 

(e.g. AHLFELDT, in press-a; AHLFELDT & WENDLAND, 20 09; BOWES & 

IHLANFELDT, 2001; CHANDRA & THOMPSON, 2000; GATZLAF F & SMITH, 

1993; GIBBONS & MACHIN, 2005; MCMILLEN & MCDONALD, 2004; MI-

CHAELS, 2008). One of the few exceptions is AHLFELD T (in press-
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b) who, investigating the change in the mainline in frastructure 

in post-unification Berlin, does not find a signifi cant accessi-

bility impact on commercial and residential propert y prices.  

It is worth regarding the potential contribution of  a regional 

economic policy by means of transport infrastructur e investment 

in the realm of the existing theories and evidence on city 

growth (see e.g. BOSKER  et al. , 2008; DAVIS & WEINSTEIN, 2002). 5 

The literature suggests that even large temporary s hocks such as 

the allied strategic bombing during WWII on Japanes e (DAVIS & 

WEINSTEIN, 2002) and German (BRAKMAN, GARRETSEN, & SCHRAMM, 

2004b) cities as well as major natural disasters su ch as earth-

quakes (IMAIZUMI, ITO, & OKAZAKI, 2008) do not alte r the region-

al distribution of economic activity permanently. T hese results 

are disappointing with regard to the prospects of t emporary eco-

nomic policies, e.g. subsidies, having a sustainabl e impact on 

regional economic development since the spatial con figuration of 

economic activity seems to be strongly determined b y processes 

of path dependency at best, if not location fundame ntals. While 

(public) investment into the improvement of transpo rt infra-

structure also has a temporary character, the resul ting increase 

in accessibility is permanent and, hence, more like ly to have a 

sustainable impact by altering regions’ quasi-funda mental loca-

tion characteristics. 

This paper extends the line of research opened by R EDDING & 

STURM (2008) by analyzing a localized shock to regi onal accessi-

bility arising from the inauguration of a high spee d rail line 

                       

5  Two basic views emerge in the literature. The first stresses an optimal (relative) city size that is persis-
tent to shocks in the long-run due to location specific productivity and fundamental geography. The 
second allows for increasing returns, e.g. productivity increasing with city size. Temporary shocks, if 
strong enough to disrupt path dependency, may hence have a permanent effect on spatial economic 
pattern. 
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connecting the German cities Frankfurt (Main) and C ologne. Given 

an overall well-developed transportation network, w e investigate 

whether a) there are considerable economic effects to be ex-

pected according to a theoretical NEG framework and  b) the pre-

dictions are confirmed by reality. The project unde r investiga-

tion offers a number of interesting features which will be dis-

cussed in more detail in the next section. First, w e analyze a 

positive shock to the existing spatial equilibrium where much of 

the related work has focused on negative shocks suc h as loss of 

market access (REDDING & STURM, 2008; REDDING, STUR M, & WOLF, 

2007) or war destruction (BRAKMAN, GARRETSEN, & SCH RAMM, 2004b; 

DAVIS & WEINSTEIN, 2003). Second, the project is sm all enough to 

fall within the scope of what can still be consider ed a medium-

scale project, thereby facilitating a broader appli cability of 

our conclusions. Last and most important, the path of the new 

rail line was mainly determined with respect to tra vel time be-

tween the core cities, taking into account primary geography, 

while the intermediate stops Montabaur and Limburg resulted from 

a complex political bargaining process among federa l states. The 

improved connectivity along these stations therefor e provides a 

source of variation in accessibility that is exogen ous to the 

economic development in the area. 

2.2  The Cologne–Frankfurt HSR Line and the Case of 
Montabaur and Limburg 

The high speed rail (HSR) line from Cologne (KK) to  Frank-

furt/Main (FF) is part of the priority axis Paris-B russels-

Cologne-Amsterdam-London (PBKAL), which is one of f ourteen 

projects of the Trans-European Transport Network (T EN-T) as en-

dorsed by the European Commission in 1994. In compa rison with 

the old track alongside the river Rhine the new HRS  connects the 

Rhine/Ruhr area (including Cologne) and the Rhine/M ain area (in-

cluding Frankfurt) almost directly, reducing track length from 
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222 km to 177 km. 6 The new track is designed for passenger 

transport only and allows train velocities up to 30 0 km/h. Due 

to both facts, travel time between the two main sta tions was re-

duced from 2h13 to 59min (BRUX, 2002). The construc tion of the 

rail track started in December 1995 and was finishe d by the end 

of 2001. After a test period the HRS line was put i nto operation 

in 2002. Total costs of the project were 6 billion Euros (EURO-

PEAN COMMISSION, 2005, p. 17). 

The broader areas of Rhine-Ruhr and Rhine-Main have  long been 

considered the largest German economic agglomeratio ns. The rail 

lines connecting the two centers along both Rhine r iverbanks 

were among the European rail corridors with the hea viest usage. 

They represented a traditional bottleneck since the  early 1970s, 

when usage already exceeded capacity. The first pla ns for con-

structing an HRS line between Cologne and Frankfurt , consequent-

ly, date back to as far as the early 1970s. Since t hen, it took 

more than 30 years until the opening. A reason for the long time 

period was the complex evolution process of infrast ructure 

projects in Germany. Several variants at the left-h and and 

right-hand side of the Rhine were discussed during the decades 

of negotiations. Taking into account the difficult geography of 

the Central German Uplands, it was ultimately decid ed to con-

struct a right-hand side connection that would larg ely follow 

the highway A3 in an attempt to minimize constructi on and envi-

ronmental cost as well as travel time between the m ajor centers. 

These benefits came at the expense of leaving relat ively large 

cities like Koblenz and the state capitals Wiesbade n (Hesse) and 

Mainz (Rhineland Palatinate) aside.  

                       

6  The straight line distance between Cologne Main Station and Frankfurt Main Station is 152 km. 
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Due to the federal system of the Federal Republic o f Germany the 

states ( Länder ) have a strong influence on infrastructure 

projects that affect their territories (SARTORI, 20 08, pp. 3-8). 

Three federal states were concerned with the subjec t project: 

North Rhine-Westphalia, Rhineland-Palatine, and Hes se. While Co-

logne lies in North Rhine-Westphalia and Frankfurt is located in 

Hesse, no stop was initially planned within the sta te of Rhinel-

and-Palatine when the plans for the HSR track reach ed maturity. 

During a long lobbying process menacing a blockade of the plan-

ning and political decision process, the three fede ral states 

negotiated three intermediate stops along the HSR l ine, one in 

each of the concerned federal states. While Bonn/Si egburg and 

Limburg represented the shares of North-Rhine Westp halia, a new 

station in Montabaur ensured the connection of Rhin e-Land Pala-

tinate. It was also meant to ensure the connection of the hin-

terland of the state via an existing regional line.   

These stops have been very controversial in terms, not least 

with regard to their economic viability. The cities  of Montabaur 

and Limburg only exhibit approx. 12,500 and 34,000 habitants. 

Furthermore, the distance between these two small c ities is just 

about 20 km and the high speed ICE train only needs  9 minutes 

between both stops, which is in contrast to the con cept of high 

velocity travelling that has its comparative advant ages at much 

larger distances. 

3 Theoretical Framework 

The discussion of how and why economic densities em erge has for 

a long time been dominated by the idea of two diffe rent forms of 

agglomeration economies. First, so-called first nature geography  

may be responsible for individuals’ and firms’ init ial location 
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decisions (BERLIANT & KONISHI, 2000; ELLISON & GLAE SER, 1999; 

KIM, 1995, 1999). 7 Typical comparative advantages provided by 

certain locations include natural ports or navigabl e rivers, 

etc. Second, via intense interactions between produ cers at the 

same location, urbanization  and localization  economies  eventual-

ly arise and generate additional benefits derived f rom so-called 

second nature geography  (BERLIANT, PENG, & WANG, 2002; FUJITA & 

OGAWA, 1982; HENDERSON, 1974, 1977, 1988; JACOBS, 1 969). An im-

portant factor for productivity gains derived from spatial prox-

imity to other firms consists of knowledge spillove rs due to 

formal and informal communication (IBRAHIM, FALLAH,  & REILLY, 

2009; MARIOTTI, PISCITELLO, & ELIA, 2010). Other be nefits of lo-

cating in or close to dense economic agglomerations  include 

access to intermediate goods, customers, and labor force, in-

cluding an improved matching.  

Recent NEG models have provided a formal framework to analyze 

some of these complex mutual interactions amongst r egions. One 

established example is the multi-region extension o f the model 

of HELPMAN (1998) developed by REDDING & STURM (200 8, pp. 1771-

1773). 8 This model determines the distribution of populati on or 

economic activity across regions from a tradeoff of  agglomera-

tion and dispersion forces. Thereby, agglomeration is caused by 

a combination of increasing returns, economies of s cale, consum-

ers’ love of variety, and transport costs. Dispersi on, on the 

other side, is modeled through a “congestion effect ”, where an 

increase in population raises the price of a non-tr aded amenity. 

The equilibrium population distribution balances th ese different 

                       

7  For a comprehensive overview of the nature of agglomeration economies see (ROSENTHAL & 
STRANGE, 2004) 

8  For a more detailed exposition of the multi-region model, see the according Technical Appendix avail-
able at http://www.aeaweb.org/aer/data/dec08/20050315_app.pdf. A brief summary of the model can 
be found in Ploeckl (2010, pp. 6-8). 

12



 

 

forces. Any exogenous change in transport costs wil l lead to a 

new equilibrium. 

According to the model, the economy is populated by  a mass of 

representative consumers, L, who and are endowed with a single 

unit of labor which is supplied inelastically with zero disutil-

ity. Further, each consumer receives a location-spe cific nominal 

wage wc. A  fixed number of regions { }Cc ,,1K∈  exist and there is 

full labor mobility between those regions. 

The production sector turns out a range of horizont ally diffe-

rentiated and tradable manufacturing goods, whereas  labor is the 

sole factor of production. The differentiation of t he tradable 

varieties takes the Dixit-Stiglitz form, i.e. there  is a con-

stant elasticity of substitution σ > 1 between varieties. The 

production process of each variety is characterized  by a fixed 

cost, F, and a constant marginal cost, both in terms of la bor. 

The tradable varieties are produced under monopolis tic competi-

tion and are associated with iceberg transport cost s. That is, 

Tic  > 1 units of a variety must be shipped from region  i  in order 

for one unit to arrive at location c . 

Further, each region is endowed with an exogenous s tock of a 

non-tradable amenity, Hc, which is supplied perfectly inelasti-

cally. 

( )( ) ( )∑
−−≡

i
ci

M
iiic TPLwFMA σσ 11

  (1) 

( )∑
−≡

i
ciiic TpnCMA σ1   (2) 

According to REDDING & STURM (2008, p. 1772), a lab or mobility 

condition can be derived which links the equilibriu m population 

of a city ( Lc) to the two above defined endogenous measures of 
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market access ( FMAc, CMAc) and the exogenous local stock of the 

non-traded amenity: 

( ) ( ) ( )( )( ) ( )cccc HCMAFMAL 111 −−−= σµ
µ

µσ
µ

χ ,  (3) 

where χ is a function of the common real wage and model pa rame-

ters. 9 

Taking logs on both sides of equation (3) yield: 

( ) ( )( ) cccc HCMAFMAL lnln
11

ln
1

lnln +
−−

+
−

+=
σµ

µ
µσ

µχ  (4) 

Assuming everything else is constant, the combined market access 

can be defined as a function of transport costs: 

( ) ( ) ( )( ) cccic CMAFMATMA ln
11

ln
1

ln
−−

+
−

≡
σµ

µ
µσ

µ   (5) 

Concluding the model implications, a positive shock  to transport 

costs due to the new HRS line will shift market acc ess and eco-

nomic activity and trigger migration due to wage di fferentials 

until labor market clearing is achieved.  

It should be noted, of course, that HSR in general and in our 

subject case in particular, are used for passenger transport on-

ly and does not lead to a reduction in the shipping  costs of 

goods in a narrow sense. However, it could be argue d that “sell-

ing” goods not only requires shipping goods from on e place to 

another, but also establishing businesses and custo mer rela-

tions. These involve personal contacts and interact ions and will 

be essentially promoted by a reduction in the cost of passenger 

transport and, thus, HSR. It is important to note t hat many of 

the existing studies that have attempted to estimat e the spatial 

scope of regional economic integration in reference  to the ab-

                       

9  Here, ( ) ( ) ( )µµξωχ µµµ −≡ −−− 1111 . 

14



 

 

ovementioned NEG models find distance decays that a re much larg-

er than what would be in line with the physical (ic e-berg) cost 

of goods transport (e.g. HANSON, 2005; MION, 2004; NIEBUHR, 

2006). Similarly, REDDING & STURM (2008) find adver se effects of 

a loss of hinterland due to the German division to be concen-

trated within about 75 km of the former inner-Germa n boundary. 

These localized effects point to the dominance of p ersonal rela-

tions in business interactions. Anyway, in an empir ical setting, 

a market potential indicator will capture the effec ts of urbani-

zation economies in a broader sense. These will inc lude produc-

tivity gains emerging from various forms of knowled ge spillov-

ers, which have been modeled as a function of marke t potential 

theoretically (FUJITA & OGAWA, 1982) and empiricall y AHLFELDT & 

WENDLAND (2010). 

As with all transport infrastructures, however, the  HSR line 

leads into two directions. There is, therefore, the  possibility 

of a different causality that, in principle, could lead to a 

similar outcome in the long run. The new HSR effect ively reduced 

commuting costs, at least if expressed in the oppor tunity cost 

of travel time. Following standard urban economics models, the 

equal utility constraint implies that a decrease in  commuting 

costs will attract new residents to these locations  with rela-

tively low housing and living costs and high enviro nmental qual-

ity. An increase in the resident population, in tur n, increases 

the local labor access and consumer market and even tually could 

attract new businesses.  

While in both cases the long-run implication are si milar, there 

would be distinct trajectory paths to the new equil ibrium, which 

can be identified from the data. If, in the first i nstance, a 

change in market access triggers a shift in product ivity and la-

bor market clearing occurs via costly migration, we  would expect 
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significant shifts in GDP and/or employment in the short run, 

and a more gradual adjustment in population. If the  opposite was 

true, instead, population adjustments would dominat e in the 

short run. Moreover, we would expect a significant increase in 

the share of out-commuters (relative to in-commuter s). Last, if 

the market access hypothesis is true and the causal ity runs pri-

mary via an increase in productivity and a shift in  economic ac-

tivity, we would, at least temporarily, observe a s ignificant 

increase in GDP per capita. Previewing our results,  this is ex-

actly what we find.  

4 Data 

Data were collected from several sources. We obtain  NUTS3 level 

data from 1992 to 2006 on population, GPD and emplo yment from 

EUROSTAT for a broad set of 1,335 European regions.  Land value 

data is provided from the German Committee of Valua tion Experts 

(Gutachterausschuss für Grundstückswerte) at the le vel of German 

counties (Kreise und kreisfreie Städte). In order t o maximize 

the precision of our treatment variable, we model t he change in 

market access due to the new HSR at the level of mo re than 3,000 

municipalities within the core study area consistin g of the Ger-

man federal states of Hesse, North Rhine-Westphalia  and Rhinel-

and-Palatinate. Municipality level population is ob tained from 

The Federal Office for Building and Regional Planni ng while data 

on in- and out-commuting, employment at residence a nd human cap-

ital indicators come from the Federal Employment Ag ency.  

Car travel times refer to geographic centroids of m unicipalities 

and are approximated based on plain distance measur es generated 

in GIS and an assumed average velocity of 75 km/h.T rain times 

refer to the fastest train connection between the r espective ci-

ties on December 8, 2008 (Monday) between 12 noon a nd 6 pm and 
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were taken from the official website of the German rail carrier 

“Deutsche Bahn”. Note that for the city of Wiesbade n, which lies 

at a feeder line inaugurated with the new track, we  found no im-

provements in connectivity to any city along the ne w track com-

pared to road travel time so we omit the city and d on’t discuss 

any effect for this city explicitly. 

5 The Accessibility Shock 

Before economic adjustments to the change in transp ort geography 

can be estimated, the effective impact on accessibi lity needs to 

be identified. There is a long tradition in New Eco nomic Geogra-

phy to represent access to regional markets as the distance 

weighted sum of population or GDP, which dates back to at least 

HARRIS (1954).  

∑ ×−=
g hgtgtht ttGDPMA )exp( α   (6) 

where MAht  is market access for a given municipality h at time t , 

tt ght  stands for the travel time from municipality h to location 

g. Assuming a standard exponential cost function, th e cost para-

meter α determines the weight of GDP of region g in the market 

potential. We note that travel time-based potential ity variables 

have recently been found to represent appropriate m eans to cap-

ture complex accessibility pattern in account of tr ansport in-

frastructure (AHLFELDT, in press-a). 

We interpret this basic indicator of economic geogr aphy as a 

broad indicator of centrality, encompassing the ben efits of pro-

ducer and consumer market access as well as various  (knowledge) 

spillovers that drive productivity. An accessibilit y shock xh 

that results from a transport innovation at time t+1  can be de-

scribed by a change in the travel time matrix tt . 
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( ) ( )∑∑ ×−−×−= + g hgtgtg hgtgth ttGDPttGDPx )exp(log)exp(log 1 αα  (7) 

where tt ght+1  are the new travel times between each pair of loca -

tions h and g in the study area in the presence of the transport  

innovation, in our case the HSR line. In order to c alculate this 

shock measure, a few assumptions need to be made. W e strictly 

refer to the fastest land-based connection between two cities 

and assume that that accessibility patterns in the initial situ-

ation ( t ) are perfectly described by a full road travel tim e ma-

trix. The rationale for leaving the rail network un considered in 

this period lies in the adverse average velocity of  non-HSR in 

light of a dense highway network. Even a direct int er-city train 

journey between Frankfurt and Cologne took consider ably longer 

than a car drive (2.13h vs. 1.55h). With the new HS R track, how-

ever, a highly attractive alternative in terms of t ravel time 

has been made available. Assuming that individuals stick strict-

ly to the transport mode that minimizes travel time , the matrix 

describing the situation after the shock consists o f either the 

road time necessitated for a journey or the combine d network 

time for car drives to and from stations of departu re and desti-

nation as well as the time necessitated for the tra in ride. 10 

car
hgthgt tttt =   (8) 

),min( 11
car
hst

HSR
rst

car
hrt

car
hgthgt tttttttttt ++= ++   (9) 

where car  and HSR denote the transport mode, r  is the HSR sta-

tion closest to the origin in terms of travel time and s  the 

same for the destination. 

                       

10  Of course, travelers are likely to use train connections instead of car drives for the journeys to and 
from stations. As we analyze the evolution of transport systems and the regional economic perfor-
mance over time, the effects of transport infrastructure that does not change over time are differen-
tiated out. 
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In order to calculate the accessibility shock accor ding to spe-

cification (7), a transport cost parameter α needs to be de-

fined. We set the parameter to a value of 0.02, whi ch implies 

that spatial interactions diminish by 50% after abo ut 35 min of 

travel time and are reduced to less than 1% after a bout 230 min. 

The choice of this parameter value is supported by two alterna-

tive approaches. Fist, we estimate a nominal wage e quation which 

can be derived from structural relationships of gen eral-

equilibrium spatial models. A brief discussion is i n the appen-

dix: 11 

log���� = �� + ��log �∑ ����������
�	� 	 + 
�  ( 10) 

where ��  is nominal wage at NUTS3 region i  measured in GDP per 

capita. 12 Equation (10) simply states that there is a (posit ive) 

relationship between nominal wage level and proximi ty to consum-

er and employment markets. By holding the regional price level 

constant due to constraints in data availability, t he equation 

only captures the so-called backward linkages, whic h drive firms 

to concentrate where market access, e.g. purchasing  power, is 

high, while the forward linkages related to the sup ply of goods 

and consumer goods remain unconsidered. Also, casua l interpreta-

tion on the basis of the nominal wage equation is c omplicated by 

the endogeneity of market access (right-hand side) to GDP per 

capita (left-hand side). Still, the nominal wage eq uation should 

yield a useful estimate on the spatial scope of dem and linkages 

( α2). We estimate equation (10) for a broad European m arket area 

consisting of 1,335 NUTS3 (counties) regions i  and j . Estimates 

are presented in Table A1 in the appendix. We also estimate a 

                       

11  For an analytical derivation of the wage equation from HELPMAN'S (1998) extension of the KRUG-
MAN (1991) model see e.g. HANSON (2005, pp. 3-6). 

12  Internal travel times ttij ad determined using the KEEBLE, Owens, & THOMPSON (1982) formula. 
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spatial error version of equation (10) as LM tests indicate the 

presence of spatial autocorrelation. 13  

Another way to determine the parameter ( α2) at which spatial in-

teractions among regions discount in case of HSR, i s to observe 

how the effective usage of rail systems diminishes in the 

lengths of journeys. The demand for heavy rail comm uting serves 

as a benchmark. As a robustness test, therefore,  we estimate a 

cumulative commuting density function on the basis of individual 

observations of commuters using heavy rail systems.   

n
TIME

nm
nenpnF ϖβ β +==− −

>∑
)(

1
2)()(1   (11) 

As revealed in Tables A1, both approaches yield par ameter esti-

mates within the range of 0.02, which is more or le ss mid of the 

range of estimates derived from HARRIS (1954) type market poten-

tial equations available in the related literature mentioned in 

section 2.  

Taking this cost parameter as a basis, the impact o n accessibil-

ity as defined in specification (7) is illustrated in Figure 1 

using spatial interpolation techniques. We use a hy brid data set 

of municipalities within the federal state of Hesse , North-Rhine 

Westphalia and Rhineland Palatinate and NUTS3 regio ns for the 

rest of Europe. As expected, the largest effects ar e observable 

for the areas close to the intermediate stops Monta baur and Lim-

burg, which enjoy a much improved access to the Fra nkfurt Rhine 

Main region as well as to the Rhine-Ruhr region. Fo r these muni-

cipalities, we find an increase in the market poten tial indica-

tor of about 30% 14. Obviously, effects diminish with distance to 

                       

13 A contiguity-based weights matrix is used. LM tests reject a spatial lag model in favor of an error-
correction model (ANSELIN & BERA, 1996). 

14  The percentage effect (PC) corresponds to PC = (exp(b)-1)*100 where b is the respective log-
difference. (e.g. HALVORSEN & PALMQUIST, 1980) 
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the stations along the new track while, notably, th e impact is 

larger for the Rhine Main region compared to Rhine- Ruhr. This is 

clearly due to the latter representing the much big ger agglome-

ration, therefore exhibiting a stronger impact on t he regions at 

the other end of the track. Of course, the magnitud e of results 

represents an upper-bound estimate of accessibility  effects. It 

is assumed that all individuals are willing to swit ch to the 

train on the basis of travel time optimization, fli ght connec-

tions between Frankfurt and Cologne prior to the in auguration 

are ignored and there is no similar reduction in th e physical 

transport cost of tradable goods. 

Fig. 1  Accessibility impact 

 
Notes:  Own calculation and illustration. Map shows log difference in MA as defined in specification (7), spatially 

interpolated employing ordinary kriging with spherical semivariogram model. Classification according to 
the JENKS (1977) algorithm.  
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6 Empirical Analysis 

6.1  Pre Tests 

In the section above, the locations that are potent ially af-

fected by the shock have been identified. Whether e conomic ad-

justments took place within these areas as predicte d by theory 

is subject to investigation in the remainder of thi s study. We 

essentially employ a two-part identification strate gy, which in 

many respects follows AHLFELDT’s (in press-b) appro ach to the 

evaluation of the impact of (mainline) accessibilit y changes.  

In the first stage, we employ a flexible specificat ion to iden-

tify the magnitude and the timing of the interventi on. Besides 

the need to account for the complex spatial pattern  of the ac-

cessibility shock, the identification strategy must  cope with 

gradual adjustments, e.g. due to transaction costs in spatial 

arbitrage or the anticipation effects of investment . These are 

expected as firms, in their location decisions, con sider the fu-

ture stream of revenues and, hence, may seek first- mover advan-

tages of moving close to a HSR line as soon as cert ainty about 

its inauguration is achieved.  

In the second stage, we test whether improvements i n accessibil-

ity significantly explain the economic growth durin g an adjust-

ment period that is identified in the first stage. In an attempt 

to rule out alternative explanations, we control fo r various 

county characteristics, capturing geographical part icularities, 

access to economic centers, construction related sp ending ef-

fects and initial economic conditions like per capi ta income or 

economic density, among numerous others. Special at tention is 

also paid to the initial industry structure as well  as industry 

turnover rates during the adjustment periods (churn ing).  
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In order to increase homogeneity within the sample,  we restrict 

the study area to the German federal states Hesse, Rhineland-

Palatinate and North Rhine-Westphalia throughout ou r empirical 

analyses. This restriction would come at the expens e of a poten-

tial underestimation of the true treatment effect i f the area as 

a whole received an economic boost from the new HSR  track. Be-

fore analyzing the local impact, we therefore compa re the eco-

nomic performance of our study area to the remainin g counties in 

former West-Germany. We take the evolution of popul ation, GDP, 

employment and wage (measured as GDP/capita) as a b enchmark 

( y it ). 

log���
� = �� + 

 + ∑ �������� × ����� + 
�
���

����    (12) 

where νi and φt  capture location and time effects and STUDY is a 

dummy denoting counties i  within our designated study area. Pa-

rameters �� yield an index of the change in the difference be-

tween means for the study area and the rest of West -Germany in 

year u relative to the base year 1992 and effectively. Ef fec-

tively, specification (12) produces a series of u difference-in-

difference estimates. Results presented in Table A2  in the ap-

pendix reveal that, relative to the rest of West-Ge rmany, our 

study area underperformed throughout our observatio n period 

along a more or less linear trend. This finding hol ds for popu-

lation, GDP, GDP per capita and employment and indi cates that 

the transport innovations, if at all, had a rather localized 

economic impact and did not shift the level of econ omic wealth 

for the study area as a whole. A restriction to the  study area 

in the remainder of our analysis, hence, seems appr opriate. 

6.2  Detecting Discontinuities 

Our empirical strategy aims at identifying the trea tment effects 

which regions receive that are subject to the shock  modeled in 
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section 5. Difference-in-difference (DD) (BERTRAND,  DUFLO, & 

MULLAINATHAN, 2004) strategies or regression discon tinuity de-

signs (RDD) (IMBENS & LEMIEUX, 2008) are establishe d approaches 

to identify treatment effects that occur at particu lar loca-

tions. A common strategy in these kinds of quasi-ex perimental 

designs is to compare locations that receive a trea tment to a 

control group that is not affected by a shock, but is otherwise 

comparable. Ideally, the treatment effect from a qu asi-

experiment can be identified from a discrete setup,  i.e. the 

shock is modeled discretionarily both with respect to location 

(treatment vs. control) as well as time (before and  after the 

shock).  

In our case, too, we are confronted with a two-dime nsional iden-

tification problem. A discrete approach toward the subject in-

tervention, however, is likely to fall short, mainl y for two 

reasons. First, we cannot rule out the possibility of a gradual 

adjustment around an intervention date t , e.g.  due to anticipa-

tion and spending effects during construction and/o r transaction 

cost in spatial arbitrage. Second, and even more fu ndamentally, 

the treatment is not discrete in terms of space. Lo cations i  are 

affected distinctly by the change in market access and we there-

fore expect the economic response to vary with the degree to 

which access to markets actually changes (x i ) . Figure 2 depicts 

a potential economic response (on the z-axis) at ti me t  (on the 

x-axis) for locations ordered according to the inte nsity of the 

shock they experience (on the y-axis). Our preferre d indicator 

in these terms is the (log)-change in market access  ( MA) (see 

Figure 1).  
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Fig. 2   Outcome variable surface 

 
Source:  Own illustration.  

Within an adjustment period, there a transformation  to a new 

spatial equilibrium where locations systematically benefit the 

higher their relative increase in market access is.  If the 

change in accessibility is zero, outcome variables presumably 

are not affected at all so that the respective regi ons serve as 

a control area. In principle, there might be either  a) a discon-

tinuity in the outcome variable surface along the t reatment x at 

the time of inauguration t ; b) a more gradual adjustment towards 

and/or after t c) a distribution along x  that remains stable 

over time if the increase in market access had no e conomic im-

pact at all or, in empirical terms, the impact was too small to 

statistically reject the null-hypothesis. Thus, eve n if signifi-

cant adjustments take place, it will not be known a  priori when 

the adjustment process starts and ends. We note tha t in the 

realm of the transport economics literature some st udies have 

modeled continuous treatments (AHLFELDT & WENDLAND,  2009; GIB-

BONS & MACHIN, 2005), while others have allowed for  gradual ad-

justments (MCMILLEN & MCDONALD, 2004). Only a few s tudies, how-
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ever, have taken complex continuous patterns with r espect to 

space and time into deeper consideration (AHLFELDT,  in press-b). 

As noted by Dachis, Duranton & Turner (2009), an ou tcome varia-

ble “surface” ( y) along the dimensions i  (location) and t  (time) 

can be described by a Taylor series expansion. 
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It depends on three major components. First, variat ion that de-

pends solely on location; second, variation that de pends solely 

on time; and third, variation that depends on an in teraction of 

both. Clearly, we are mostly interested in the latt er component, 

i.e. the adjustment in the spatial economic equilib rium over 

time, which is precisely the component displayed in  Figure 2. In 

order to detect such an adjustment empirically, we translate eq-

uation (13) into the following regression-based ide ntification 

strategy: 

log���
� = �� + 

 + ∑  ���� × ����� + 
�
���

����   (14) 

As in specification (12) a set of location fixed ef fects νi cap-

tures the proportion of the variation in the respon se surface 

that is solely attributable to location, hence  

∑
∞

= ∂
∂=

1 !

1
k

it
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k

k

t x
x

w

k
ν ,  (15) 

and year effects φt capture the respective proportion attributa-

ble solely to time, hence 

∑
∞

= ∂
∂=

1 !

1
k

it
k

k

k

t t
t

w

k
ϕ .  (16) 

Basically, these effects capture any time-invariant  characteris-

tics of location and all macroeconomics shocks that  are common 

to the entire study area. The remaining variation i s assumed to 
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be related to location-specific trends that can be evaluated 

with respect to a treatment measure x  and a random error term 

( ε). The interactive component of time and the locati ons specif-

ic shock measure in specification (14) is captured by allowing 

the treatment effect to freely vary over time. In t he simplest 

form x i  is a dummy variable denoting an area that is subje ct to 

a particularly strong change in market access, whic h is inte-

racted with a vector of YEARu dummies. Specification (14) then 

yields a series of coefficients γu that denote how the differen-

tial between this treatment area and the rest of th e area, which 

serves as a control, changes over time for a given response va-

riable y . As we omit the base year (1992) treatment, this s peci-

fication, similar to specification (12), tests for a significant 

change in the treatment effect relative to the base  year.  

Our preferred treatment measure x i , however, is modeled in terms 

of (log)change market access as derived in section 5. We argue 

that with this treatment measure, specification (14 ) yields a 

pretty strong test on the causal effect of the acce ssibility 

treatment as it not only compares areas that are su bject to 

treatment to control areas, but also relates the de gree to which 

locations are affected by the shock to their econom ic perfor-

mance over time. At the same time the flexibility o f our speci-

fication ensures that any underlying relative trend s as well as 

potential anticipation or adjustment processes will  be revealed. 

An adjustment as illustrated in Figure 2 would be r eflected by 

constant (insignificant) γu coefficients before the effects of 

the shock become effective, raising point estimates  during an 

adjustment period and, constant (significant) coeff icients once 

the new equilibrium is achieved. 

While specification (14) controls for time-invarian t location 

characteristics by means of location fixed effects,  it ignores 
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the potential existence of long-run location-specif ic trends 

that are correlated with, but not caused by the cha nge in acces-

sibility. We therefore introduce an interactive ter m of the 

treatment measure ( x i ) and a yearly trend variable ( TRENDt ), 

while omitting the 2006 YEAR-treatment ( x i ) interactive, in spe-

cification (17) to test for significant deviations from a hypo-

thetical linear relative growth path. We argue that  a gradual 

(linear) long-run adjustment would be little suppor t for an in-

tervention effect. Instead, a significant (positive ) economic 

adjustment should be reflected by a negative deviat ion from the 

long-run path before effects become effective and/o r a positive 

deviation afterwards. 

log���
� = �� + 

 + � �� × �����
 + ∑  ���� × ����� + 
�
����
����  (17) 

Note that the LM test for serial correlation in a f ixed effects 

model (BALTAGI 2001, pp. 94-95) clearly rejects the  hypothesis 

of no serial correlation. We therefore use an arbit rary va-

riance-covariance matrix as recommended by BERTRAND , DUFLO & 

MULLAINATHAN (2004) in all estimations. 15 

The highest level of geographic detail for which mo st of the da-

ta considered in our analyses are available refers to the county 

level (NUTS3/”Kreise und kreisfreie Städte”). In or der to maxim-

ize precision we first calculate market access ( MA) indicators 

as defined in (6) for the level of municipalities h before ag-

gregating them to county i  level, weighted by population P.  

��
� = ∑ ��
�
��

��
�   (18) 

This method is preferred over the alternative of co nnecting 

counties’ geographic centroids directly as it accom modates the 

                       

15  The LM test statistic is ; asymptotically distributed as N(0,1). 
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within county population distribution. Substituting  equation 

(18) into (7) and defining ( t+1 ) and ( t ) as the situations after 

and before the new HSR track was available, our pre ferred treat-

ment measure ( x i ) takes the following form:  

��� = log �∑ ��

��
� ∑ �� exp�−������
��	� �− log �∑ ��

��
� ∑ �� exp�−������	� � (19) 

Note that in order to avoid endogeneity problems we  use 2002 GDP 

( Y) and population ( P) in both periods so that the entire varia-

tion in the treatment variable is driven by changes  in travel 

times between the two periods. By definition, this variable 

takes positive values for locations that receive tr eatments and 

a value of zero for all control areas.  

As an alternative treatment variable, we define a m ore tradi-

tional indicator variable, which denotes the three counties ad-

jacent to the HSR stations Limburg and Montabaur. A s discussed, 

these intermediate stations are the result of polit ical negotia-

tions rather than a comprehensive economic rational e. This indi-

cator variable thus denotes the area where, followi ng the ratio-

nale laid out in the theory section, we would expec t the largest 

causal impact from the new HSR track.  

��� = �1 for "Rhein Lahn Kreis", "Rhein Sieg Kreis", "Westerwaldkreis"

0 otherwise
� (20) 

A third treatment variable is defined, which will b e used to in-

strument the market access shock measure ( xa) at a later stage 

of the analysis. It combines the features of being continuous on 

the one hand and restricted to the catchment area o f the inter-

mediate stations on the other by considering the (l og) change in 

the minimum travel time to the nearest economic cor e defined as 

either Frankfurt ( ttF ) or Cologne ( ttK ). Travel time reductions 

are illustrated in Figure A1 in the appendix. As ex pected, in-

creases in accessibility are achieved along the int ermediate 
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stops on the HSR track and concentrated around the middle stop 

“Montabaur”.  

��� = log �∑ ��

��
� min��� �
��, ��!�
����− log �∑ ��

��
� min��� �
 , ��!�
�� (21) 

Adjustment Processes 

Figure 3 illustrates the point estimates ( �"�) and the corres-

ponding 90% confidence intervals from a series of s pecifica-

tion (14) (left column) and (17) (right column) typ e regres-

sions. They use our preferred continuous treatment measure, the 

log-change in market access ( x i
a). Results depicted in the first 

row, which refer to GDP as a response variable, ind icate a posi-

tive adjustment in GDP levels after 1998. A new pla teau is 

reached by 2002, the year when the new line was put  into opera-

tion. Treatment effects are significantly different  from zero 

(at the 10% level) from 2000 onwards. A minor incre ase, also 

statistically significant, is revealed for 1996, th e first year 

of construction (left column). The adjustment perio d from 1998 

to 2002 becomes even more evident once treatment ef fects are 

tested against a linear (relative) long-term trend (right col-

umn). These findings are in line with considerable investment 

taking place in anticipation to an expected increas e in location 

productivity due to an availability of an HSR line.  In contrast 

to the minor effects in 1996, the identified major adjustment 

remains persistent after 2002. 

These findings are largely confirmed using GDP per capita as the 

outcome variable (row 2). The adjustments are somew hat weaker, 

owing to an increase in population after 1998 (see row 3), 

which, however, is clearly more attenuated than for  GDP. These 

findings support the prediction that an increase in  GDP per ca-

pita and, hence, wages, initiates worker migration.  A pronounced 

adjustment is also evident in terms of workplace em ployment 
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(row 4). Following an adverse performance prior to 1998, treat-

ment areas experience an evident positive shift dur ing the same 

1998 to 2002 adjustment period. While treatment eff ects relative 

to the base year (left) do not satisfy conventional  significance 

criteria throughout the study period, the statistic ally signifi-

cant deviations from the long-run (relative) trend (right) sup-

port the presence of a significant adjustment. 

As discussed, an HSR connection potentially attract s new resi-

dents directly as a result of reduced commuting tim es. Clearly, 

if the HSR attracted new residents who could now co mmuted to the 

economic centers (or already present residents who switched to 

more attractive, but remote jobs), one would expect  an increase 

in the proportion of out-of-town commuters of the r esident work-

force after the rail line opened. Estimated treatme nt effects 

shown in Figure A2 in the appendix (row 1), however , indicate 

that, if at all, the effects are very small and can not be re-

jected from being zero. Similar estimates for the p roportion of 

into-town commuters of the local workforce (workpla ce) point to 

a negative long-term trend, hardly exhibiting evide nce of a dis-

continuity. A similar finding holds for land values , revealing 

that the price of the immobile factor land did not systematical-

ly increase where accessibility had been improved. One potential 

explanation is an elastic supply of land. Municipal  authorities 

reacted to an increase in demand by granting permis sions to de-

velop new land, often within new industry zones clo se to the HSR 

stations, e.g. the “ICE-Park” in Montabaur. 

Altogether, our discrete treatment measure ( x i
b) generally yields 

similar results. As shown exemplarily for GDP (row 1) and GDP 

per capita (row 2) in Figure 4, similar (positive) adjustments 

are found for the period from 1998 to 2002. One res ult, however, 

is particularly notable. While the share of out-of- town commu-
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ters of total workforce (by place of residence) con tinuously de-

clined over time, there is evidence for a reduction  in the rate 

of decline after the HSR had been opened and, in pa rticular, a 

shift in the inauguration year 2002. Given the pron ounced ad-

justment in GDP per capita in Figure 4, the commuti ng effect, 

besides being limited to a narrow area around the n ew stations, 

seems to, if at all, account for a relatively small  proportion 

of economic adjustment. 
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Fig. 3  Market Access Treatment ( xa) 

  

  

  

  

Notes:  Figure illustrates time-varying treatment effects according to specification (14) (left column) and (17) 
(right column). Treatment variable is log-difference in market access (xa). Outcome variables by row: 1) 
GDP, 2) GDP/capita, 3) population, 4) employment (workplace). 
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Fig. 4  Discrete Treatment ( xb) 

  

  

  

  
Notes:   Figure illustrates time-varying treatment effects according to specification (14) (left column) and (17) 

(right column). Treatment variable (xb) defined according to (20). Outcome variables by row 1) GDP, 
2) GDP/capita, 3) share of out-commuters at employment (residence), 4) standard land values. 
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Treatment Estimates 

The results presented so far are indicative of posi tive adjust-

ments in the level of economic activity within the 1998-2002 ad-

justment period. In order to explicitly test for a significant 

level shift in GDP caused by the HSR line, we emplo y a hybrid of 

specification (14) and a more traditional DD/RDD ap proach. 

Therefore, we generate a dummy variable ( POST) that denotes the 

period after the inauguration in 2002 and interact it with the 

treatment measure to estimate the average treatment  effect ( ). 

A set of individual treatment ( x i ) YEAR interactive terms for 

1999-2001 accounts for the identified adjustment pe riod. In ad-

dition to time and county effects we further introd uce a full 

set of individual county specific TREND (yearly)  variables in 

order to avoid the error term being correlated with  our indica-

tor variable in light of unobserved location specif ic trends, 

which could bias our treatment estimates. 

log���
� = �� + 

 + ∑ #�������
� + ∑ ∑  ������ × ������
����
�����   

+∑ $���� × %&��
� + 
�
  (22) 

The subscript n denotes treatment measures (a-b) defined in equ-

ations (19)-(20) and will be introduced individuall y as well as 

jointly into our empirical models. The coefficient on our indi-

cator variable can be interpreted as a traditional difference-

in-difference estimate, which differentiates the re sponse varia-

ble across location (treatment/control) and time (p re/post).  

log���,����	�	 − log���,����	�	 = $����   (23) 

The treatment coefficient can be interpreted as a k ind of market 

access elasticity in case the market access treatme nt ( x i
a) de-

fined in (19) is used. 

$� =
��� !�,����	
"���� !�,����	�"

���#$%��

&����#$%��&
  (24) 
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If we employ the discrete treatment measure ( x i
b), instead, the 

treatment coefficient yields the change in the outc ome variable 

of the treatment group relative to the control grou p. The coef-

ficient can be interpreted in percentage terms ( PD) according to 

the standard interpretation in semi-logarithmic mod els. 16 

$� = 'log��(�,����	�	 − log��(�,����	�	)
'�
�	�

− 'log��(�,����	�	− log��(�,����	�	)
'�
�	�

 (25) 

The results presented in Table 1 reveal positive an d significant 

treatment effects for both treatment measures when included in-

dividually without controlling for locations specif ic trends.  

Accordingly, a 1% increase in market access leads t o a 0.27% in-

crease in GDP (1). Within the three counties closes t to the in-

termediate stations Montabaur and Limburg, a positi ve treatment 

effect of close to 5% is found (2). If county trend  effects are 

included, the estimated market access elasticity fa lls slightly 

to 0.21, with the precision of the estimate sharply  failing to 

satisfy conventional significance criteria (p-value  0.131) (4). 

The treatment coefficient for the discrete measure is somewhat 

more sensitive to the control for individual trends  as the 

treatment effect is reduced to 2.7% (5). Notably, t he estimated 

treatment effects are roughly in line with the leve l shifts vis-

ible in Figures (3) and (4) (first rows, left colum ns). If both 

treatment effects are estimated simultaneously it i s notable 

that the MA elasticity estimate remains almost unch anged while 

the discrete treatment is rendered virtually to zer o (6). 17  

In sum, our results provide compelling evidence for  an increase 

in economic activity within areas that gained in ac cess to re-

gional economies following with the availability of  the new HSR 

                       

16 PD = (exp(δ)-1)*100 (HALVORSEN & PALMQUIST, 1980) 

17  Note that the MA treatment is estimated highly statistically significant in all models if robust standard 
errors are not clustered on counties. 
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line. We find considerable anticipation effects tha t have pre-

viously been reported by MCMILLEN & MCDONALD (2004)  in the realm 

of rail innovations. If unobserved location specifi c long-term 

trends are accounted for, our preferred market acce ss-based 

shock measure entirely explains the economic respon se to the new 

HSR within the area of primary interest. 

Tab. 1  Treatment Effects (GDP) 

 (1) (2) (3) (4) (5) (6) 
MA Treatment  0.271*  0.212 0.217  0.213 

( xa) (0.118)   (0.169)  (0.143)   (0.214)  
Discrete 

Treat.  0.047**  0.022  0.027**  0.001 
( xb)  (0.010)  (0.023)   (0.006)  (0.028)  

Year Effects  Yes Yes Yes Yes Yes Yes 
County Ef-

fects 
Yes Yes Yes Yes Yes Yes 

Anticipation 
Effects: ( xa)  

Yes - Yes Yes - Yes 

Anticipation 
Effects: ( xb)  

- Yes Yes - Yes Yes 

Trend Ef-
fects 

- - - Yes Yes Yes 

Observations  1725 1725 1725 1725 1725 1725 
R-sq. (with-

in) 
0.84 0.84 0.84 0.94 0.94 0.94 

Notes:  Dependent variable is log of GDP in all models. Robust standard errors (in parenthesis) are clustered on 
counties. **/*/+ indicate significance at the 1/5/10% level. 

6.3  Determinants of Growth 

Taking the results from the subsection above as giv en, this sec-

tion investigates whether alternative explanations for the ob-

served economic adjustments can be ruled out. Preci sely, our 

baseline specification tests if the (log)change in market access 

impacts significantly on GDP ( y) growth  from 1998 ( t ) to 

2002 ( t+1 ), conditional on a vector of control variables ( Z).  

log���
��� − log���
� = * +log����
��� − log����
�, + ∑ -(.�(( + ∑ /�� + 
� (26) 

where MAit+1  and MAit are defined as in (6) and (18), * provides an 

elasticity estimate of the market access impact, an d /� are fed-
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eral state (Bundsländer) fixed effects that account  for institu-

tional heterogeneity. In the vector Z, we include a range of 

1998 county characteristics (log of GDP, log of GDP  per capita, 

log of GDP per area, shares of industry sectors, et c.) so that 

specification (26) effectively corresponds to an ex tended ver-

sion of standard empirical growth models. The speci fication also 

shares similarities with the approach employed by A HLFELDT & 

WENDLAND (2009), who show that the first difference  estimate sa-

tisfies quasi-experimental conditions. Considering a control 

group ( C) of locations that remain unaffected by the shock to 

market access, parameter * provides a difference-in-difference 

estimate that distinguishes between time as well as  control and 

treatment ( T) locations.  

* +log����
��� − log����
�, = +log���
��� − log���
�,� − +log���
��� − log���
�,) (27) 

We note that a simple correlation coefficient betwe en growth in 

GDP and (log) change in market access takes the val ue of 0.23 

and satisfies significance criteria at the 1% level . Conditional 

estimates on the impact of the change in market acc ess according 

to specification (27) are presented in Table (2). A  simple re-

gression of GDP growth on (log) change in MA yields  an elastici-

ty coefficient of about 0.3 (1). This estimate is s lightly larg-

er than suggested by the results discussed so far, but it is 

brought back into the same range of slightly more t han 0.2 once 

state fixed effects are introduced (2).  

In column (3) we introduce a set of variables relat ed to the 

economic activity in the initial period (1998). Bes ides the log 

of GDP, we include the log of GDP per capita to con trol for con-

vergence growth and the log of GDP per surface area  as a measure 

of economic density and urbanization. We further ex tend the set 

of controls by geographic control variables in colu mn (4). We 

introduce the log of altitude and the log of the sh ortest dis-
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tance to a navigable river as proxies for natural 

(dis)advantages and log of distance to Frankfurt, l og of dis-

tance to Cologne and log of market access from the pre-HSR pe-

riod ( t ) as indicators of economic centrality. In order to  max-

imize precision, all geographic variables are calcu lated at mu-

nicipality level and aggregated to county level usi ng population 

weights as described for MA in specification (18). Column (5) 

extends the set of explanatory variables by the sha re of mining, 

services and manufacturing at county level GVA in 1 998 in order 

to account for a potentially heterogeneous competit iveness of 

industry sectors and their impact on economic prosp erity. In the 

last column (6), we eventually introduce GDP growth  from 1992 to 

1998 (measured in log-differences) in order to cont rol for unob-

servable characteristics that are correlated with t he regional 

long-term growth paths. Results, however, show that  the pre-

trends are virtually uncorrelated with growth durin g the subject 

period, leaving the coefficient estimate of interes t nearly un-

affected. 

Evidently, all estimated elasticity parameters in T able 2 fall 

within a relatively small range that is close to th e results 

from the section above. Even the estimates based on  the most de-

manding specifications still indicate that a 1% inc rease in mar-

ket access yields a 0.25% increase in GDP. Although  the explana-

tory power of our accessibility variable is modest,  the esti-

mated coefficients generally satisfy conventional l evels of sta-

tistical significance. Even the weakest estimate (4 ) almost sa-

tisfies the 10% criteria (p-value 0.105), despite a  fairly li-

mited number of observations. This is particularly remarkable 

as, with the exception of the log of GDP (1998) per  area, none 

of the controls achieves similar significance level s in any mod-

el.  
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Tab. 2  Conditional correlation of GDP growth and MA change  

 (1) (2) (3) (4) (5) (6) 

Log Diff MA 0.311**  0.218**  0.296**  0.208 0.246+ 0.247+ 

(1998-2002) (0.093)  (0.068)  (0.111)  (0.127)  (0.139)  (0.140)  

Log Diff GDP      0.011 

(1992-1998)      (0.114)  

State Effects   Yes Yes Yes Yes Yes 

GDP Controls   Yes Yes Yes Yes 

Geo Controls    Yes Yes Yes 

Ind Controls     Yes Yes 

Observations 114 114 114 114 114 114 

R-squared 0.05 0.10 0.21 0.28 0.3 0.3 

Notes:  Dependent variable is log difference (2002-1998) in GDP in all models. GDP controls include log of 
GDP (1998), log GDP (1998) per capita and log of GDP (1998) per area. Geo controls include log of alti-
tude, log of distance to the nearest navigable river, log of market access (pre), log of distance for Frank-
furt and log of distance to Cologne. Industry controls include share of mining at GVA (1998), share of 
services at GVA (1998) and share of manufacturing at GVA (1998). Robust standard errors are in paren-
thesis. **/*/+ indicate significance at the 1/5/10% level. 

Endogeneity 

A typical concern when investigating the economic e ffects of 

transport infrastructure is that the event of a new  infrastruc-

ture being built is not an entirely exogenous event , i.e. new 

roads or rails are likely to be constructed to acco mmodate eco-

nomic growth. Besides affecting the causal interpre tation of the 

market access coefficient, results will be biased i f the treat-

ment variable is correlated with the error term. As  discussed, 

the areas exposed to the largest increase in market  access are 

around the new stations “Montabaur” and “Limburg”, which re-

sulted from a long process of political bargaining rather than 

particular local economic conditions. We further ar gue that for 

the whole track, the timing of the construction can  be consi-

dered exogenous. It is important to note that the t rack had been 

under discussion since the 1960s. The initial decis ion to build 

the track dates back as far as to 1969. During the 1970s, howev-

er, following sever opposition of numerous activist  groups and 

lengthy negotiations among stakeholders the track w as even tem-
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porarily excluded from the Federal Transport Infras tructure 

Plan. Negotiations continued during the 1980s, part icularly con-

cerning the exact route. When the Minister of Trans port finally 

decided that the track would be developed on the ea stern side of 

the Rhine in 1989, this decision was made with litt le regard to 

the expected economic prospects of the subject regi on during the 

end of the 1990s, but rather perceived as the outco me of a leng-

thy policy game that had finally come to an end. Th e final route 

largely follows an existing highway in an attempt t o minimize 

construction and environmental costs.  

On these grounds there is little reason to believe that the 

shift in market access was not exogenous to the per formance 

within our study and the identified adjustment peri od from 1998-

2002. We will provide further evidence that the imp act of our 

market access treatment variable is indeed exclusiv e of the ad-

justment period in section 6.2 at a later stage. To  further re-

ject endogeneity concerns we, nevertheless, employ an IV strate-

gy with instruments for the market access treatment  that satisfy 

the following conditions: a) being correlated with the market 

access treatment, b) only using variation provided by the “ex-

ogenous” intermediate stations, c) only impacting o n economic 

growth via a shift in access to markets, which is t he identify-

ing assumption.  

We find these instruments in the two other treatmen t measures 

introduced in section 6.2. Log-difference in minimu m travel time 

to the closest economic core following the inaugura tion of the 

new track ( x j
c) ,  see equation (21) and Figure A 1) and the dis-

crete treatment measure for counties adjacent to th e interme-

diate stations ( x j
a) are clearly correlated with the shock and 

only make use of the proportion of variation in acc essibility 

that we assume to be “purely exogenous”. Second sta ge 2SLS esti-
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mates are presented in Table 3. First stage results  are in Ta-

ble A3 in the appendix. Compared to the baseline re sults in Ta-

ble 2, columns (2) and (5), the results change only  marginally. 

The treatment effect is even slightly larger and es timated at 

higher levels of statistical significance. Altogeth er, it seems 

fair to state that endogeneity concerns can be reje cted in the 

subject case.  

Tab. 3  GDP growth and MA change 2SLS 

 (1) (2) 

Log Diff MA 0.319* 0.296* 

 (0.125) (0.144) 

State Effects Yes Yes 

GDP Controls  Yes 

Geo Controls  Yes 

Ind Controls  Yes 

Observations 114 114 

R-squared 0.09 0.30 

Notes:  Endogenous variable is log difference (2002-1998) in GDP in all models. GDP controls include log of 
GDP (1998), log GDP (1998) per capita and log of GDP (1998) per area. Geo controls include log of alti-
tude, log of distance to the nearest navigable river, log of market access (pre), log of distance for Frank-
furt and log of distance to Cologne. Industry controls include share of mining at GVA (1998), share of 
services at GVA (1998) and share of manufacturing at GVA (1998). Log. Diff MA is instrumented using 
the changes in travel times to economic cores defined in equation €. Fist stage results are presented in 
Table A€. Robust standard errors are in parenthesis. **/*/+ indicate significance at the 1/5/10% level. 

Treatment heterogeneity 

In order to evaluate a potential heterogeneity in t he market 

access treatment effect we extend our baseline spec ification by 

an interactive term of our market access treatment variable and 

a dummy variable De that denotes counties within the upper 50 

percentile of a variable of interest e.  

log���
��� − log���
� = * +log����
��� − log����
�,  
+0 +log����
��� − log����
�,× ��* + ∑ -(.�(( + ∑ /�� + 
� (28) 

Parameter 0 provides an estimate on the difference in the mark et 

access elasticity for counties with above median ch aracteristics 
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and the rest. Arguably, this is a simple test on tr eatment hete-

rogeneity, but it seems appropriate in light of lim ited observa-

tions. The following criteria are considered in Tab le 4: popula-

tion size (1), GDP per capita (2), population densi ty (3), and 

whether a county possesses a local industry with an  above aver-

age proportion of manufacturing (4) or services (5)  at GVA.  

Based on the results, we cannot reject the hypothes is of a homo-

genous treatment effect. If at all, the fact that t he introduc-

tion of the services interactive (5) reduces the ma gnitude and 

the estimation precision of the market access treat ment variable 

might be indicative of the local industry mix influ encing the 

reception of the accessibility shock. We note that in unpub-

lished robustness checks no treatment heterogeneity  was revealed 

if the market access treatment variable was interac ted with con-

tinuous variables. At best there was weak evidence for more ur-

banized areas (higher population density) showing a  slightly 

larger stronger adjustment to the shock.  

Tab. 4  Treatment heterogeneity 

 (1) (2) (3) (4) (5) 

Log Diff MA 0.247+ 0.243+ 0.248+ 0.250+ 0.185 

 (0.138) (0.141) (0.142) (0.149) (0.268) 

Log Diff MA x D 0.034 0.047 -0.035 -0.023 0.076 

 (0.233) (0.232) (0.255) (0.268) (0.268) 

Heterogeneity Pop GDP/cap Pop/area  Manufact.  Services  

State Effects Yes Yes Yes Yes Yes 

GDP Controls Yes Yes Yes Yes Yes 

Geo Controls Yes Yes Yes Yes Yes 

Ind Controls Yes Yes Yes Yes Yes 
Observations 114 114 114 114 114 

R-squared 0.3 0.3 0.3 0.3 0.3 

Notes:  Endogenous variable is log difference (2002-1998) in GDP in all models. GDP controls include log of 
GDP (1998), log GDP (1998) per capita and log of GDP (1998) per area. Geo controls include log of alti-
tude, log of distance to the nearest navigable river, log of market access (pre), log of distance for Frank-
furt and log of distance to Cologne. Industry controls include share of mining at GVA (1998), share of 
services at GVA (1998) and share of manufacturing at GVA (1998). Robust standard errors are in paren-
thesis. **/*/+ indicate significance at the 1/5/10% level. 
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Construction and substitution effects  

It is evident that the identified adjustment period  falls into 

the construction period, which started in 1995 and ended in 

2001. One might therefore be concerned that the rev ealed econom-

ic stimuli could be partially driven by spending ef fects related 

to the construction of track beds, including bridge  and tunnel 

works. As some of the counties through which the tr acks were 

built benefited from the HSR in terms of accessibil ity, an esti-

mate of the treatment effect could be upwardly bias ed if GDP 

growth was significantly promoted by construction w orks. A simi-

lar concern regarding the efficiency of the treatme nt estimate 

is related to potential substitution effects along the old rail 

connection between Cologne and Frankfurt. The openi ng of the 

shorter and faster HSR line came at the expense of a lower train 

frequency on the old mainline, which runs along the  western 

Rhine riverbank. A negative substitution effect for  counties 

along the western Rhine riverbank would affect the control group 

and could, thus, upwardly bias the treatment effect  of the new 

rail line.  

In order to control for the related effects we defi ne two dummy 

variables that denote all counties that lie along t he newly de-

veloped HSR track ( Construction ) or along the old western Rhine 

riverbank rail track ( Substitution ). These variables will cap-

ture any otherwise unobserved shocks that are commo n to these 

groups and facilitate an unbiased accessibility est imate in 

light of systematic construction and/or substitutio n effects. 

Results presented in Table 5 do not support the exi stence of 

construction related spending effects that are idio syncratic to 

counties along the HSR track beds. To the contrary,  results re-

veal that, conditional on the accessibility treatme nt and ma-

croeconomic controls, the respective counties over the four-year 

44



 

 

study period experienced economic growth rates that  were on av-

erage about 3.3 percentage points below the rest of  the study 

area. Spending effects due to construction works we re either 

small and/or over-compensated by crowding-out effec ts. The esti-

mated market access elasticity even slightly increa ses to 0.32, 

significantly estimated at the 5% level (2). Estima ted substitu-

tion effects along the old rail connection are very  close to ze-

ro and do not pass conventional significance criter ia. At the 

same time the estimated market access elasticity is  left almost 

unaffected (2). Results do not change notably when both effects 

are controlled for simultaneously (3). We conclude that the es-

timated impact of market access on economic growth within our 

treatment area is unlikely to be driven by construc tion or subs-

titution effects. 

Tab. 5  Construction and substitution effects  

 (1) (2) (3) 

Log Diff MA 0.316* 0.246+ 0.323* 

 (0.138) (0.139) (0.139) 

Construction -0.033*  -0.035* 

 (0.015)  (0.018) 

Substitution  0.002 -0.008 

  (0.016) (0.017) 

State Effects Yes Yes Yes 

GDP Controls Yes Yes Yes 

Geo Controls Yes Yes Yes 

Ind Controls Yes Yes Yes 
Observations 114 114 114 

R-squared 0.33 0.3 0.33 

Notes:  Endogenous variable is log difference (2002-1998) in GDP in all models. GDP controls include log of 
GDP (1998), log GDP (1998) per capita and log of GDP (1998) per area. Geo controls include log of alti-
tude, log of distance to the nearest navigable river, log of market access (pre), log of distance for Frank-
furt and log of distance to Cologne. Industry controls include share of mining at GVA (1998), share of 
services at GVA (1998) and share of manufacturing at GVA (1998). Construction is a dummy variable 
denoting all counties along the new HSR track. Substitution is a dummy variable denoting all counties at 
the western Rhine riverbank along the old rail connection between Cologne and Frankfurt. Robust stan-
dard errors are in parenthesis. **/*/+ indicate significance at the 1/5/10% level. 
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Industrial turnover (churning) 

The economic structure of cities and regions is ess entially de-

termined by the composition of their local industri es, which po-

tentially influences economic growth. In an attempt  to control 

for alternative determinants of GDP growth, our con ditional es-

timates control for industry composition in the ini tial year 

(1998) of the identified adjustment period. Besides  the relative 

shares at output of different industries per se, ho wever, the 

relationship between economic performance and the c hange in the 

sectoral composition of local industries has receiv ed increasing 

attention in regional economics. DURANTON (2007) sh ows that the 

“churning” of industries occurs across cities and d evelops a 

theoretical framework, which predicts that cities w hich are mo-

bile along the city hierarchy due to endogenous ind ustry reloca-

tions eventually form a concave city size distribut ion in the 

steady-state. Building on his pioneering work FINDE ISEN & SÜDE-

KUM (2008) develop an excess churning index ( ExcChurn ) as an in-

dicator for industrial turnover, which they find to  be corre-

lated with the rise and fall of cities along the ci ty hierarchy. 

We replicate their index ─ with the notable difference that we 

build on sector GVA instead of employment ─ in order to evaluate 

whether industrial turnover can be rejected as an a lternative 

explanation for the identified growth effects withi n our treat-

ment areas. 18 In addition, we shed light on whether the new HSR 

line itself promoted industrial turnover within our  study area. 

��1ℎ234 =
�
�
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&
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18  We use GVA data obtained from EUROSTAT on the seven industrial sectors construction, manufac-
turing, mining, trade & retail, banking and public services. 
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where GVA( z,i,t ) is the GVA of industry z  in county i  at time t . 

We consider the T=4 years during the subject adjustment period 

( t =1998, 1999, 2000, 2001). Notably, the index basica lly con-

sists of two terms. The first component provides an  index of the 

yearly average industry turnover in a county, while  the second 

reveals the yearly average change in the counties’ total GVA. 

The index strictly takes larger values the more som e sectors in 

a city gain at the expense of others. FINDEISEN & S ÜDEKUM (2008) 

provide a more extensive discussion on the properti es of their 

index. Table 6 compares our results for the two com ponents of 

the excess churning index to the existing evidence for France, 

the USA and West-Germany. It is evident that compar ed to the USA 

and France, average turnover occurs at a relatively  lower rate 

in Germany, and at an even lower rate within our st udy area, al-

though our estimates are pretty close to those prov ided by FIN-

DEISEN & SÜDEKUM (2008). The distribution of the ex cess churning 

rates within our study area also resembles their fi ndings for 

West-Germany closely (see Figure A3 in the appendix ). 

Tab. 6  Churning in France, Germany and the USA 

 Churn ∆Emp ( ∆GVA) Churn / ∆Emp 
( ∆GVA) 

USA 8.26% 4.10% 2.01 
France 11.40% 5.20% 2.19 

West-Germany 4.98% 2.29% 2.17 
Study area 4.27% 2.53% 1.69 

Notes:  Values obtained from own calculations (study area), DURANTON (2007) (USA, France) and  
FINDEISEN & SÜDEKUM (2008) (West-Germany). 

Figure 5 provides a classification of counties with in our study 

area with respect to their growth and excess churni ng rates rel-

ative to the sample means. The market access treatm ent is re-

vealed by the size of the markers that stand for in dividual ob-

servations. Notably, there is a concentration of co unties with a 

large treatment in the right section that indicates  above aver-

age growth rates. No positive correlation, instead,  is evident 
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between the market access treatment and the industr ial turnover, 

reflected by the excess churning rate. The only cou nty which at 

the same time exhibits high turnover rates and a co nsiderable 

increase in market access is the city of Cologne. M ost of the 

other cities that gained in access through the HSR line such as 

“Westerwaldkreis” and “Limburg-Weilburg”, where the  discussed 

intermediate stations are located, show average tur nover rates.  

Fig. 5  Growth, Churning and change in MA 

 
Notes:  Own illustration. GDP growth measured in log differences. Excess churning rate are defined in (29). The 

size of the dots reflects the change in MA as defined in (19). 

Conditional estimates provided in Table 7 confirm t hat industri-

al turnover does not explain the treatment effects in our study 

area. Compared to the previous Tables, the estimate d market 

access elasticity remains virtually unchanged and i s still esti-

mated at a satisfying 10% level of significance, at  least. Inte-

restingly, there is a significantly negative (condi tional) rela-

tionship between industrial turnover and growth rat es, which ac-

cording to classification scheme developed by FINDE ISEN & SÜDE-
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KUM (2008), is indicative of a dominance of “struct ural change 

losers” in the sample. These cities are in a proces s of indus-

trial transformation, but the gains from rising sec tors are 

(still) not large enough to compensate for losses f rom the de-

clining sectors. Many of the traditionally coal & s teal dominat-

ed cities in the Ruhr area in North Rhine-Westphali a (NRW) fall 

into this category.  

It is important that the qualitative implications o f industrial 

turnover were different outside NRW, e.g. because i f counties 

belonged to the reinvention cities that grow due to  structural 

change, the sign of the estimated turnover coeffici ent would 

vary within our study area. If we did not allow for  heterogenei-

ty, the variable would hence not appropriately capt ure the turn-

over effect at the locations where the increases in  market 

access are largest (these areas lie outside of NRW)  so that the 

estimated market access elasticity could be biased.  In order to 

allow for this kind of heterogeneity, we include an  interactive 

term of the excess churning index with a dummy vari able denoting 

counties in the federal state of North Rhine-Westph alia (NRW). 

As evident from column (3), however, there is no si gnificant he-

terogeneity in the impact of turnover on county gro wth across 

NRW and the rest of the study area. The estimated e ffects for 

the excess churning index and the market access tre atment are 

correspondingly only marginally affected. 

A related interesting subject is whether a shock to  market 

access significantly affects turnover rates. Table A4 in the ap-

pendix provides results for a series of regressions  of the 

excess churning index on the log of population as a  measure of 

city size, our MA treatment variable and numerous c ontrol va-

riables. While our results confirm the basic negati ve relation-

ship between turnover and city size shown by FINDEI SEN & SÜDE-
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KUM (2008), no significant impact of market access treatment on 

the excess churning index can be established.  

Given that industrial turnover depends on city size  and indus-

trial composition, a potential endogeneity problem arises in Ta-

ble 7. A Durbin-Wu-Hausman augmented regression tes t yields a 

relatively small p-value (0.11) for residuals obtai ned from an 

auxiliary regression of ExChurn  on the log of population and a 

full set of exogenous variables, which indicates th at OLS esti-

mates may not be consistent. We therefore instrumen t ExChurn in 

a 2SLS procedure with the log of county population and sector 

shares (mining, services, and manufacturing) at GVA  in 1998, 

omitting industrial controls in the first stage (co lumn 4). We 

also omit the log of GDP from GDP controls due to c ollinearity 

with log of population that serves as an instrument . The identi-

fying assumption is that the size and industrial co mposition of 

a county in the initial period only impacts on subs equent GDP 

growth via impacting on industrial turnover. While the coeffi-

cient on the excess churning index is considerably reduced and 

no longer indicates a significant impact on growth,  the esti-

mated coefficient of our primary variable of intere st remains 

virtually unchanged. 19 

                       

19  First stage results are in Table A4, column (4). 
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Tab. 7  Growth and MA conditional on churning 

 (1) (2) (3) (4) 

 (OLS) (OLS) (OLS) (2SLS) 

Log Diff MA 0.230* 0.291+ 0.289+ 0.274* 

 (0.094) (0.147) (0.152) (0.129) 

ExChurn -0.015* -0.012+ -0.017* -0.005 

 (0.006) (0.007) (0.007) (0.012) 

ExChurn x NRW   0.007  

   (0.012)  

State Effects Yes Yes Yes Yes 

GDP Controls  Yes Yes Yes 

Geo Controls  Yes Yes Yes 

Ind Controls  Yes Yes  

Const & Subst Controls   Yes Yes Yes 

ExChurn instrumented    Yes 

Observations 114 114 114 114 

R-squared 0.16 0.36 0.36 0.30 

Notes:  Dependent variable is log difference (2002-1998) in GDP in all models. ExChurn is defined in equation 
(29). NRW is a dummy denoting all counties that lie in the federal state of North Rhine-Westphalia. GDP 
controls include log of GDP (1998), log GDP (1998) per capita and log of GDP (1998) per area. GDP 
controls exclude log of GDP in column (4). Geo controls include log of altitude, log of distance to the 
nearest navigable river, log of market access (pre), log of distance for Frankfurt and log of distance to 
Cologne. Industry controls include share of mining at GVA (1998), share of services at GVA (1998) and 
share of manufacturing at GVA (1998). Const and subst controls are two dummy variables denoting a) all 
counties along the new HSR track. And b) all counties at the western Rhine riverbank along the old rail 
connection between Cologne and Frankfurt. First stage results to column (4) 2SLS estimates are in Ta-
ble A4, column (5). Robust standard errors are in parenthesis. **/*/+ indicate significance at the 1/5/10% 
level. 

6.4  Persistency 

In this, the last, sub-section of our empirical ana lysis, we in-

vestigate whether the economic adjustments identifi ed above re-

mained persistent, i.e. whether the new HSR led to a permanent 

shift in economic activity. A simple test on the hy pothesis that 

the new HSR line had a singular impact within the a djustment pe-

riod is provided in Table 8, where we repeat select ed Table (2) 

type estimates for one period prior (1995-1998) and  one period 

after (2002-2006) the adjustment period (1998-2002) .  

The results clearly confirm that the positive treat ment effect 

is limited to the identified adjustment period. Our  MA treatment 

variable ( xa) yields negative and insignificant coefficient es-
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timates in both periods before (1-3) as well as aft er (4-6) the 

adjustment period. On the one hand this is indicati ve of the new 

HSR representing a shock to the level of economic a ctivity ra-

ther than inducing a sustainable positive long-run growth trend. 

On the other hand, the coefficients in columns (3) and (4), by 

not being statistically distinguishable from zero, also suggest 

that economic gains are not dissipated in the subse quent years.  

Tab. 8  Conditional correlation before and after adjustment   

 (1) (2) (3) (4) 

Log Diff MA -0.053 -0.139 -0.092 -0.141 

( xa) (0.086) (0.126) (0.091) (0.102) 

Period 1995-1998 1995-1998 2002-2006 2002-2006 

State Effects  Yes  Yes 

GDP Controls  Yes  Yes 

Geo Controls  Yes  Yes 

Ind Controls  Yes  Yes 

ExChurn  Yes  Yes 

Observations 114 114 114 114 

R-squared 0 0.31 0.01 0.28 

Notes:  Endogenous variable is log difference (1995-1998) in GDP in models (1-3) and (2002-2006). GDP con-
trols in columns 1-3/4-6 include log of GDP (1995/2002), log GDP (1995/2002) per capita and log of 
GDP (1995/2002) per area. Geo controls include log of altitude, log of distance to the nearest navigable 
river, log of market access (pre), log of distance for Frankfurt and log of distance to Cologne. Industry 
controls include share of mining at GVA (1996/2002), share of services at GVA (1996/2002) and share of 
manufacturing at GVA (1996/2002). Lagged log- differences in GDP refer to 1992-1995 in models (1-3) 
and 1998-2002 in models (4-6). ExChurn is defined as in equation (29). Robust standard errors are in 
parenthesis. **/*/+ indicate significance at the 1/5/10% level. 

This finding has important implications both from t heoretical as 

well as applied economic policy perspectives. As di scussed in 

Section 2, the literature has provided surprisingly  little sup-

port for temporary shocks having permanent impacts on the spa-

tial distribution of economic activity. Even follow ing large 

shocks like war devastations during WWII in Japan a nd Germany, 

economic activity was found to re-converge relative ly quickly to 

the prior spatial configuration (BRAKMAN, GARRETSEN , & SCHRAMM, 

2004b; DAVIS & WEINSTEIN, 2002). These findings wer e interpreted 

in support of location fundamental theories, which state that 
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the long-run distribution of economic activity is l argely deter-

mined by primary geography. Taking newer economic g eography 

theories as a basis, which emphasize increasing ret urns as a 

driving force of spatial concentrations (see e.g. F UJITA, KRUG-

MAN, & VENABLES, 1999), the straightforward conclus ion has been 

that the existence of multiple equilibria in indust rial location 

is a rather theoretical one. As a result there has been some 

disappointment regarding the potential for a sustai nable promo-

tion of economic development by means of temporary public in-

vestments. It is therefore worth having a closer lo ok at whether 

the positive growth effects induced by the HSR line  during the 

identified adjustment period were reversed in the s ubsequent 

years, as otherwise our results hold some considera ble novelty.  

Figure 6 plots normalized growth rates in 2002-2006  against 

growth rates in 1998-2002, the adjustment period. T he degree to 

which locations were affected by the market access shock is re-

flected in the size of the markers. The scatter plo t supports 

the notion of a permanent shift in economic activit y because 

a) locations with larger treatments concentrate in the right 

section with larger growth in the adjustment period , b) no evi-

dent concentration of treatment areas is apparent a long the ver-

tical axis that reflects growth in the post period,  and c) as a 

result there is no evident negative correlation bet ween growth 

in both periods, which would be indicative of a rev ersion 

process (see dashed trend line).  
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Fig. 6  Growth rates and change in market access 

 
Notes:  Own illustration. GDP growth is measured in log-differences. The size of the dots reflects the change in 

MA as defined in (19). 

DAVIS & WEINSTEIN (2002) develop a formal framework  to derive  

an empirical test on whether a temporary shock is d issipated in 

the subsequent years or whether the structure of a city system 

is altered permanently. They show that from a regre ssion of 

growth rates during a post-shock on growth rates du ring a shock 

period it can be inferred how much of the temporary  shock is 

dissipated in one period, given that the error term  µ is uncor-

related with shock. 

log���
��� − log���
��� = �7 − 1�+log���
��� − log���
�, + 8 (30) 

Accordingly, if 7=1, which implies an estimated coefficient of 

zero, the shock had a permanent impact on the city system. In 

contrast, if 7=0, which implies an estimated coefficient of -1, 

the shock was fully dissipated after one period. In  practice, we 

are almost certainly confronted with severe measure ment error 
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problems since growth rates during the shock period  will not on-

ly contain information on the shock and, hence, est imates may be 

biased in either direction, depending on 7. As a cure the au-

thors propose to instrument the growth rates during  the shock 

period with direct shock measures. In the 2SLS esti mated pre-

sented in Table 9 we use our market access and disc rete treat-

ment measures x i
a and x i

b defined in (19) and (20) as instruments 

for growth rates during the adjustment period ( t =1998- t+1 =2002). 

Our post-shock period spans over the years 2002 ( t+1 ) and 2006 

( t+2 ). 

Table 9 (1-3) presents 2SLS for specification (30),  with first 

stage results reported in Table A5 in the appendix.  Robust to 

the inclusion of various controls and pre-shock gro wth rates, 

the estimated coefficients are relatively close to zero and can-

not be statistically distinguished from being zero based on con-

ventional significance criteria. Note that we use t he predicted 

values from the first-stage regression of Table A5,  column (1) 

in models (1-3) of Table 9. The results imply a 7 parameter 

close to 1 and, ergo, that we cannot reject that th e shock had 

persistent effects.  

Still, the negative sign of the coefficient estimat e suggests 

that the effects might be dissipated over time, whi ch would per-

haps become more relevant if a longer post-shock pe riod was con-

sidered. The interpretation of the coefficient, how ever, impli-

citly relies on the assumption that pre-trends are random in the 

sense that they are uncorrelated with the shock. Th e negative 

coefficient estimates in Table 8, however, indicate  that indi-

vidual trends exhibit a weak negative correlation w ith the shock 

in both the pre- and the post- period.  

If we assume that counties follow individual growth  paths in the 

long term, persistency of a shock implies a return to the long-
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run growth pattern. Following the same inherent log ic underlying 

equation (30), the change  in growth rates from the period prior 

to the shock to the shock period should be entirely  reversed by 

a respective change  in growth rates from the shock period to the 

post-period. In other words, if we switch from leve ls to trends, 

instead of a parameter value 7=1, 9=0 will imply persistency.  

+log���
��� − log���
���,− +log���
��� − log���
�, =  

�9 − 1��+log���
��� − log���
�, − +log���
� − log���
���,� + 8  (31) 

In this framework, our measure of the shock is henc e the change 

in growth rates from [1995 ( t-1 ) – 1998 ( t )] to [1998 ( t ) – 2002 

( t+1 )], which we again instrument using the accessibili ty treat-

ments x i
a and x i

b. The dependent variable, respectively, is the 

change in growth rates from [1998 ( t ) – 2002 ( t+1 )] to [2002 

( t+1 ) – 2006 ( t+2 )]. Figure 7 illustrates an evident negative 

correlation between the two changes in trends. More over, the 

bulk of the observations that experienced a large m arket access 

shock also received a positive impact on their grow th trends 

when entering and a negative impact when exiting th e adjustment 

period (lower right section). Our 2SLS estimate of equation (31) 

in Table (4) correspondingly yields a coefficient c lose to and 

not statistically distinguishable from -1, but sign ificantly 

different from zero. 20 This implies an almost perfect return to 

pre-shock trends and, hence, that the increase in m arket access 

had a temporary impact on trends and a permanent im pact on the 

levels of economic activity in our study area. 

Although these results should be interpreted with s ome care as 

the explanatory power of the model is somewhat limi ted, our 2SLS 

estimates provide further support for the notion th at the MA 

                       

20 First stage results are in Table A5, column (2). 
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treatment effects are limited to the adjustment per iod and that 

the respective level shift is not dissipated by a n egative (rel-

ative) trend during the subsequent years. Regarding  the inter-

pretation of these findings with respect to the pot ential of 

multiple equilibria in the spatial distribution of economic ac-

tivity, it is important to bear in mind that the sh ock being in-

vestigated in this analysis has a non-temporary cha racter. Our 

results, hence, do not support that purely temporar y economic 

policies in general promote economic activity susta inably. Ra-

ther, we show that improvements in the transport ge ography, by 

permanently shifting accessibility pattern, represe nt a feasible 

strategy to induce permanent shifts in the distribu tion of eco-

nomic activity through temporary (public) investmen ts. In some 

sense, our results are supportive of both the locat ion fundamen-

tals as well as increasing returns theories as the mechanisms 

that drive the shift in economic activity are relat ed to in-

creasing returns and agglomeration economies while the reason 

for the persistency of the effects is likely to be the permanent 

change in location quasi-fundamental characteristic s. 
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Tab. 9  Persistency – 2SLS results 

 (1) (2) (3) (4) 

 
Growth 
(2002-
2006) 

Growth 
(2002-
2006) 

Growth 
(2002-
2006) 

Differ-
ence in 
Growth 
(1998-

02)-
(2002-06) 

Log Diff GDP -0.274 -0.264 -0.273  
(1998-2002) (0.239) (0.270) (0.270)  

Difference Growth    -1.119** 
(1995-98)-(1998-02)    (0.335) 

State Effects  Yes Yes  
GDP Controls  Yes Yes  
Geo Controls  Yes Yes  
Ind Controls  Yes Yes  

ExChurn  Yes Yes  
Log Diff GDP 
(1995-1998) 

  Yes  

Observations 114 114 114 114 
R-squared 0.01 0.26 0.26 0.05 

Notes:  Endogenous variable is log differences in GDP (2002-2006) in column (1) and difference in log differ-
ences in GDP (1998-2002) and (2002-2006). Exogenous variables are instrumented. 1st stage results 
are displayed in Table A5 in the appendix. GDP controls in log of GDP (2002), log GDP (2002) per capita 
and log of GDP (2002) per area. Geo controls include log of altitude, log of distance to the nearest na-
vigable river, log of market access (pre), log of distance for Frankfurt and log of distance to Cologne. In-
dustry controls include share of mining at GVA (2002), share of services at GVA (2002) and share of 
manufacturing at GVA (2002). ExChurn is defined as in equation (29). Robust standard errors are in pa-
renthesis. **/*/+ indicate significance at the 1/5/10% 
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Fig. 7  Change in growth trends 

 
Notes:  Own illustration. GDP growth measured in log differences. Pre period refers to 1995-1998, adjustment 

period to 1998-2002 and post period to 2002-2006. The size of the dots reflects the experienced change 
in MA as defined in (19) 

7 Conclusion 

This study evaluates the economic effects of high s peed rail in 

the realm of recent economic geography research. As  a distinc-

tive feature, the Cologne-Frankfurt German high spe ed rail 

track, which is analyzed here, provides variation i n accessibil-

ity along two intermediate stops that can reasonabl y be assumed 

as exogenous. This helps to circumvent endogeneity problems, 

which are among the key-challenges in establishing causal rela-

tionships between access to markets and economic de velopment.  

Our findings, one the one hand, contribute to the v ivid debate 

on the viability of HSR, e.g. in the US where Presi dent Obama 

recently announced a large-scale investment program . On the oth-

er hand, we contribute to the scholarly debate on N ew Economic 
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Geography, which has reached maturity in theoretica l terms, but 

still is in a comparatively early stage with regard  to empirical 

evidence. Our hypothesis is that by driving economi c agents 

closer together and increasing access to regional m arkets, HSR 

should promote economic development. We develop a t reatment 

measure which compares a Harris-type market potenti al in the 

situations before and after an HSR has been made av ailable.  

A non-parametric identification strategy suggests t hat the in-

crease in market access led to economic adjustments  in several 

indicator variables such as GDP, GDP/capita, employ ment at 

workplace within a four-year adjustment period. We find that 

counties adjacent to two intermediate Stations Limb urg and Mon-

tabaur, which were exposed most strongly to the (ex ogenous) var-

iation accessibility, experienced a 2.7% level shif t in GDP, 

compared to the rest of the study area. This effect  can be en-

tirely explained by the market access treatment mea sure.  

The treatment effect is robust to a range of altern ative expla-

nations, e.g. convergence growth, economic density,  primary geo-

graphy, industrial composition, including turnover as well as 

construction and substitution effects, among others . Throughout 

our analyses we find a market access elasticity tha t indicates a 

0.25% growth in GDP for any 1% increase in market a ccess. Evi-

dently, the reduction in transport costs in the sub ject case is 

driven by passenger traffic only and, hence, improv ed business, 

customer and employee relations, as the HSR line is  not used for 

freight transport. 21 For highway construction projects, which 

                       

21  Statistical economies of scale, which can arise from reduced labor markets mismatch, improved infor-
mation exchange and incentives for human capital accumulation (HELSLEY & STRANGE, 1991)). 
This rationale was confirmed by empirical studies investigating productivity and rent differentials be-
tween cities and regions (CICCONE & HALL, 1996; RAUCH, 1993). 
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also facilitate the transport of physical goods in addition, the 

market access elasticity might be even larger. 

Our results indicate that the observed growth effec ts of the HSR 

line remained persistent as a) growth is not revers ed during the 

subsequent years and b) there is a return to the lo cal growth 

trends experienced prior to the shock. We do not, h owever, in-

terpret this permanent level shift as evidence for multiple 

equilibria as predicted by New Economic Geography ( increasing 

returns) theories. Instead, we argue that we observ e a hybrid 

effect where economic adjustments are driven by mec hanisms em-

phasized by increasing returns theories, but persis tency of ef-

fects results from the permanent nature of the acce ssibility 

shock and hence a permanent change in location quas i-

fundamentals. This is the distinguishing element co mpared to 

previous studies, which investigated purely tempora ry shocks 

such as war destruction and found little evidence f or permanent 

shifts in economic activity. 22  

From these findings, a potentially powerful applica tion of NEG 

models emerges. Empirically calibrated models may s erve as a 

tool for predicting the economic effects of new lar ge-scale in-

frastructure projects and help authorities to defin e priorities. 

More studies would be desirable to confirm the gene ralizability 

of the presented results qualitatively and quantita tively. 

                       

22  In their seminal contribution DAVIS & WEINSTEIN (2002) investigate the effects of allied bombing 
on Japanese cities during WWII. BRAKMAN et al. (2004b) similarly investigate the effects of WWII 
destruction in Germany.  
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Appendix 

The nominal wage equation 

The so-called wage equation (FUJITA, KRUGMAN, & VEN ABLES, 1999, 

p. 53) can be derived from structural relationships  of general-

equilibrium spatial models: 23 

�� = '∑ ���
�	� ��/#0��&�����0��)� 0⁄

  (A1) 

where  is the nominal wage in region i  and Yi  the income in 

location j , � is the unit transport cost and d ij  the distance be-

tween region i  and t . The elasticity of substitution between any 

pair of varieties is : and Tj  is the CES price index for manu-

facturing goods available in region j . The general mechanism of 

this equation is that wages at a location are incre asing in the 

income of surrounding regions and decreasing in tra nsport costs 

to and from these locations. In turn, a higher wage  at location 

i  increases prices for traded goods at location j . 

Equation (1) can be translated into a regression eq uation by 

taking logarithms: 

log���� =:�� log���0��	 + :�� log�∑ ���
�	� ��/#0��&���	 + 
� (A2) 

The strength of an equation like this is the microe conomic foun-

dation derived from a general-equilibrium model (KR UGMAN, 1992, 

p. 7). Another valuable feature of this equation is  that, in 

principle, it can be estimated empirically in order  to test the 

validity of the NEG framework. Unfortunately, data for the price 

index Tj  is not readily available at a sufficiently disaggr e-

gated geographic level for Europe. Hence, equation (2) cannot be 

                       

23  For an analytical derivation of the wage equation from HELPMAN's (1998) extension of the KRUG-
MAN (1991) model see e.g. HANSON (2005, pp. 3-6). 

62



 

 

estimated directly. The simplest way to deal with t his empirical 

data problem is to assume that the price index is e qual in all 

regions. 24 Thus, the expression containing the price index Tj  is 

moved into a single constant ( α0) and the elasticity :�� is 

transferred into a coefficient ( α1). Furthermore, consistent 

with Hanson (2005, p. 13), we merge the expression −��: − 1� into 

a single coefficient ( α2) which we refer to as distance decay 

parameter or spatial weight parameter. Equation (2)  can be writ-

ten in a reduced form: 

log���� = �� + ��log �∑ ����������
�	� 	 + 
�  (A3) 

where wi , Tj , and dij  are defined as in equation (1). α0, α1, and 

α2 are parameters to be estimated and εi  is the disturbance term. 

The reduced form of equation (2) can be called the nominal wage 

equation because regional price variations are excl uded. 

                       

24  See ROOS (2001). For different approaches to overcoming these shortcomings by means of substitut-
ing the price index by other equilibrium conditions see, e.g., HANSON (2005, p. 6) or NIEBUHR 
(2006, p. 317). 
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Fig A1 Travel time treatment 

 
Notes:  Own calculation and illustration. Map shows the reduction in travel time in minutes to the closest main 

centre defined as Frankfurt or Cologne. Travel times are spatially interpolated employing ordinary kriging 
with a spherical semivariogram model. Classes are defined based on the Jenks (1977) algorithm.  
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Fig. A2 Market Access Treatment 

  

  

  

Notes:  Figure illustrates time-varying treatment effects according to specification (14) (left column) and (17) 
(right column). Treatment is log-difference in market access (xa). Outcome variables by row: 1) share 
out-commuters at total employment (residence), 2) share of in-commuters at total employment 
(workplace), 3) standard land values. 
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 Fig A3 Histogram of excess churning rates across c ounties 

 
Notes:  Figure illustrates the distribution of ExChurn defined in equation (29). 
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Tab A1 Decay parameters 

 
(1) 

(NLS) 
(2) 

(SAR) 
(3) 

(NLS) 

 GDP/capita GDP/capita 
Commuting 

density 

α0 
( 2.975*** 

(0.213) 
( 5.603*** 

(0.294) 
 

α1/ β1 
( 0.285*** 

(0.008) 
( 0.193*** 

(0.013) 
1.665*** 
(0.021) 

α2/ β2 
( 0.023*** 

(0.002) 
 0.021*** 

(0.001) 

λ  0.908***  
Obs. 1,335 1,335 30,590 

(Pseudo) R² 0.475 0.820 0.973 

Notes:  Dependent variable is log of GDP per capita in all models.. Standard errors are in parenthesis. * denote 
significance at the 1% level. ** denotes significance at the 5% level. *** denotes significance at the 1% 
level. 
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Table A2 Performance of Study Area 

 (1) (2) (3) (4) 

 GDP GDP/Capita POP EMP 

STUDY x YEAR1993  -0.000 -0.008 -0.008  

 (0.005) (0.009) (0.010)  

STUDY x YEAR1994  -0.001 -0.014* -0.016  

 (0.005) (0.008) (0.010)  

STUDY x YEAR1995  -0.002 -0.007 -0.010  

 (0.005) (0.008) (0.010)  

STUDY x YEAR1996  -0.003 -0.012 -0.015* -0.000 

 (0.004) (0.008) (0.009) (0.004) 

STUDY x YEAR1997  -0.004 -0.009 -0.013 0.000 

 (0.004) (0.007) (0.009) (0.004) 

STUDY x YEAR1998  -0.005 -0.019*** -0.024*** -0.001 

 (0.004) (0.007) (0.009) (0.003) 

STUDY x YEAR1999  -0.007 -0.026*** -0.033*** -0.001 

 (0.004) (0.007) (0.009) (0.003) 

STUDY x YEAR2000  -0.009** -0.032*** -0.041*** -0.002 

 (0.004) (0.008) (0.009) (0.003) 

STUDY x YEAR2001  -0.012*** -0.042*** -0.054*** -0.003 

 (0.004) (0.008) (0.009) (0.003) 

STUDY x YEAR2002  -0.015*** -0.033*** -0.048*** -0.005 

 (0.005) (0.008) (0.009) (0.004) 

STUDY x YEAR2003  -0.017*** -0.027*** -0.044*** -0.009** 

 (0.005) (0.008) (0.010) (0.004) 

STUDY x YEAR2004  -0.019*** -0.026*** -0.044*** -0.012** 

 (0.005) (0.008) (0.010) (0.005) 

STUDY x YEAR2005  -0.020*** -0.028*** -0.048*** -0.017*** 

 (0.005) (0.009) (0.010) (0.005) 

STUDY x YEAR2006  -0.022*** -0.031*** -0.053***  

 (0.005) (0.009) (0.011)  

County effects Yes Yes Yes Yes 

Year effects Yes Yes Yes Yes 

Observations 4890 4890 4890 3904 

R-squared 1.00 0.98 1.00 1.00 

Notes:  Dependent variables are log of GDP (1), log of GDP per capita (2), log of population (3) and log of em-
ployment (workplace) (4). Table presents  coefficient estimates according to specification (1). Employ-
ment data was only available for 1995-2005 so that 1995 was chosen as a base year. Robust standard 
errors are in parenthesis. **/*/+ indicate significance at the 1/5/10% level. 
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Tab A3 GDP growth and MA change 2SLS – 1 st  Stage results 

 (1) (1) 
Discrete  0.072** 0.079** 

( x i
a) (0.018) (0.020) 

Log Diff Travel Time -0132** -0.076*** 
( x i

c) (0.031) (0.036) 

State Effects Yes Yes 

GDP Controls  Yes 

Geo Controls  Yes 

Ind Controls  Yes 

Observations 114 114 

R-squared 0.49 0.86 
Kleinbergen-Paap rk LM stat (P-Val)  5.203 (0.074)  5.930 (0.0516)  

F-stat (Kleinbergen-Paap rk Wald) 29.803 18.649 
Hansen-Sargan stat (P-Val) 0.767 (0.381)  0.243 (0.622) 

Notes:  Dependent variable is log difference in MA as defined in equation (19) in all models. Log Diff in Travel 
time is defined as in equation (21), GDP controls include log of GDP (1998), log GDP (1998) per capita 
and log of GDP (1998) per area. Geo controls include log of altitude, log of distance to the nearest na-
vigable river, log of market access (pre), log of distance for Frankfurt and log of distance to Cologne. In-
dustry controls include share of mining at GVA (1998), share of services at GVA (1998) and share of 
manufacturing at GVA (1998). Second stage results are in Table €. Robust standard errors are in paren-
thesis. **/*/+ indicate significance at the 1/5/10% level. 
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Tab A4 Determinants of churning 

 (1) (2) (3) (4) (5) 

Log of  -0.184+ -0.187+ -0.330** -0.411** -0.406** 

Population (0.105) (0.105) (0.111) (0.127) (0.119) 

Log Diff MA  0.317 -0.345 -0.912 -3.15 

  (1.683) (1.561) (2.680) (2.716) 

GDP Controls    Yes Yes Yes 

Geo Controls     Yes Yes 

Ind Controls      Yes 

Observations  114 114 114 114 114 

R-squared 0.02 0.02 0.14 0.17 0.28 

Notes:  Dependent variable is ExcChurn as defined in equation (29).GDP controls include log of GDP (1998) 
per capita and log of GDP (1998) per area. Geo controls include log of altitude, log of distance to the 
nearest navigable river, log of market access (pre), log of distance for Frankfurt and log of distance to 
Cologne. Industry controls include share of mining at GVA (1998), share of services at GVA (1998) and 
share of manufacturing at GVA (1998). Robust standard errors are in parenthesis. **/*/+ indicate signific-
ance at the 1/5/10% level. 
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Tab A3 Persistency – 1 st  stage 2SLS results 

 (1) (2) 
 Growth(1998-2002) Difference in Growth  

Log Diff MA 0.255+ 0.342+ 
( xa) (0.134) (0.197) 

Discrete Treatment 0.021 0.008 
( xb) (0.019) (0.031) 

Observations 114 114 
R-squared 0.05 0.04 

Kleinbergen-Paap rk LM 
stat (P-Val) 

6.095 
(0.048) 

5.515 
(0.064) 

F-stat (Kleinbergen-
Paap rk Wald) 

13.068 4.808 

Hansen-Sargan stat  
(P-Val) 

0.089 
(0.765) 

1.915 
(0.384) 

Notes:  Dependent variable is log differences in GDP (1998-2002) in column (1) and difference in log differenc-
es in GDP (1995-1998) and (1998-2002). Robust standard errors are in parenthesis. **/*/+ indicate signi-
ficance at the 1/5/10% 
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