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1. Introduction

US post-war suburbanization has reshaped theaspgmitern of growth in many metropolitan
areas as many factors interact to generate urbawikpPopulation growth combined with individual
housing preferences, higher income levels, a rémuéh transport costs and an improvement in road
networks have ensured that the demand for lantheatutban fringes is in a constant state of growth
(Mieskowski and Mills, 1993; Brueckner and FanstE983; Brueckner, 2000, 2001; McGrath, 2005;
Baum-Snow, 2007; Wassmer, 2008). In parallel withste forces, increasing political fragmentation
(Carruthers and Ulfarsson, 2002), aspects of thesiphl geography (Burchfield et al., 2006), certain
subsidy programs, public investment policies amdi{ase regulations (Glaeser and Kahn, 2004; McGuire

and Sjoquist, 2002) have also been instruméntal

This rapid suburbanization has created many otttadlenges that US cities face today, ranging
from traffic congestion, air pollution and a lossamenity benefits from open space to the weakeafng
agglomeration economies and economies of scaleeirptoduction of local public services. Claims are
also made that sprawl induces the movement of Ishgees of population and employment to suburban
communities, thereby contributing to socioeconosggregation between the suburban rich and the inner
city poof. This predominantly “white flight” of the middlexnd upper-income classes has given rise to
many poverty-related problems in downtown neighbods, including increasing crime rates, poor-
quality public services, a shortage of fiscal reses and a lack of reinvestment and maintenance in
existing building structures, resulting in the diteation and decay of central cities. These intityr-
problems promote even further population shift taéne suburbs, reinforcing the process of suburban
growth and urban decay (Bradford and Kelejian, 19\8ls and Price, 1984; Mieskowski and Mills,
1993).

It is not surprising, then, that the problem of tcahcity urban decay has become a matter of
concern throughout US metropolitan areas. Intaredtlight is not, however, of recent origin. Indeed
early writers on blight and urban renewal strestiedcomplex relationships between central city and
suburban development (see, for instance, Fishd2;1Breger, 1967; Davis, 1960; Davis and Whinston,
1961; Bradbury, Downs and Small, 1980) with centity decline being identified as a diseconomy of
urbanization. More recently, Brueckner and Helq2§11) have developed a dynamic urban model to
show that sprawl and urban blight can be considénedbyproduct of the same underlying economic

process, both phenomena being responses to funtimedgrket failures distorting the socially desired

. According to data provided by the U.S. Censusyéen 1990 and 2000 the metropolitan populationideits

central cities grew by 22.96 percent; whereas tipufation of central cities grew by only 8.84 petcéSignificantly,
during this period, around 40 percent of centraésiactually experienced population decline. Assult, in 2000,
40.4 percent of the metropolitan population livediside the central city, an increase from 37.5 @erén 1990.

2 The growing body of literature on the economitsiban sprawl is surveyed fBlaeser and Kahn (2004) and
Nechyba and Walsh (2004). See also Ewing (1997)cHgilir (1998), Sierra Club (1998), Cullen and Levit®99),
Downs (1999), Carruthers and Ulfarsson (2003, 2018 Brueckner and Largey (2008) for a review of the
consequences of sprawl.



allocation of population and urban land within ggictions. Unpriced traffic congestion, open-space
externalities, and unpriced suburban infrastructoraeke suburban living cost inefficient, drawing
residents away from the central city and resultimgxcessive suburban population. This populathaft s
in turn depresses housing prices in the centregnmiding incentives to maintain or reinvest in érig

downtown structures.

In this context, the adoption of corrective growthhnagement policies may help curb sprawl and
the decline of central cities by raising reinvesimand reducing urban blightraditionally, land-use
regulations (such as zoning ordinances or minimoinsizes) have been the tool most frequently used t
limit the excessive growth of citieddoption of land-use regulations is justified or thasis of both the
quantity of development and the price of developnfilielsley and Strange, 1995). That is, such padici
aim to limit negative externalities of urban growtinevent sprawl and guarantee a fair distributibthe
tax burden generated by urban growth. They haveietier, potentially adverse social and economic
effects. Land-use regulations have a considerabfgét on land and housing prices, as they tend to
increase housing prices while lowering the valuevatant land (Brueckner, 2000). Besides, land-use
regulations are blamed for exacerbating the problEmaffordable housing while enhancing the
exclusionary problem of ethnic and racial minostend the deterioration of city centers (FisheA219
Downs, 1999; Pendall, 2000; Quigley et al., 2004al@aborty et al., 2010)Overall, these undesired
outcomes have reduced the popularity of theseipslio favor of more appropriate anti-sprawl measur
In this context, newly designed urban containmericies (hereinafter, UCPs) have emerged in respons
to the perverse consequences of restrictive lapdeositrols. These policies combine regulations and
incentives to guide and efficiently allocate newvalepment as well as to balance the forces of
decentralization and promote the revitalizatiomafmunitiesAs explained in Nelson et al. (2004), they
are explicitly designed to limit the developmentlafid outside a defined urban area, while encongagi
the development of infill sites and the redeveloptref inner core areas. To that end, they can coenbi
mixed-use and high-density zoning, affordable hogisstrategies and land supply monitoring, with

capital investment plans and various redeveloprineentive$.

While there has been extensive discussion ofanity suburban growth, little attention has been
paid to growing concerns about the blight in U.tlBes and the effectiveness of corrective anti-gpra

policies on preventing the deterioration of dowmostructures. In fact, there are only a few studies

3 According to the authors, urban development dudraditional fundamental forces (population growth

rising real incomes and falling commuting costs)reat be faulted as inefficient, unless certain raaféilures distort
their operation. In such a situation, the “invisilbland” fails to allocate resources in a sociadlgichble manner, so as
to maximize aggregate economic welfare, leadingxoessive spatial growth of cities (see also Brueck900,
2001).
4 Brueckner and Helsley (2011) refer to price-baselities to correct sprawl-inducing market failyrées.
congestion tolls, open-space amenity taxes anddtrfpas. Nonetheless, the authors show that thedinttion of
gquantity-based policies, such as urban growth bariesl could also lead to an efficient overall &hum
(including the level of reinvestment in centralydituildings).

See also Quigley and Rosenthal (2005), Glaesalr €006), Malpezzi (1996), Shen (1996), Levih899),
Ihlanfeldt (2004), Thorson (1997), Mayer and Soriller2000) or Glaeser and Ward (2009) for empireadence
on the consequences of land-use regulations itJtBe Cooley and LaCivita (1982), Engle et al. (19%)kashita
(1995), Brueckner (2000), Brueckner and Lai (199@&)sley and Strange (1995), Bento et al. (2006) arbite et
al. (2011), among others, are examples of thealasearch regarding growth control modeling.

6 See Section 3.2. for further details on UCPs.



analyzing the impact of different urban containmpnbgramson the size (Wassmer, 2006) and the
spatial structure of metropolitan areas (Woo antd@ann, 2011), on residential segregation (Neldon e
al., 2004), and on central city construction atfiyNelson et al., 2004b), i.e. the effect on blbtiusing
supply and central city housing prices. There i however, any empirical evidence for the sucadss
policy remedies in preventing central city detemtan. Generally speaking, a review of the literatu
leads to the conclusion that the evidence for ttteng of city blight, and for policy-oriented deicis-

making aimed at addressing the problem of centtyaicban decline, remains somewhat limited.

Therefore, the present study seeks to add toxistirg empirical literature on the relationship
between central city and suburban development la@ddlie played by anti-sprawl policies. It représen
as such, the first attempt in the empirical litaratto address blight reduction in U.S. centralkesit
Moreover, the conclusions derived from this analygsiould help orient public policy in terms of gl

and local land-use decision-making and centralreitjtalization.

Our initial aim is to develop an accurate measdnerban blight so that we might empirically test
whether the adoption of anti-sprawl policies cafphreduce urban decay. Available micro data from th
American Housing Survey on external conditions wifdings and neighborhoods enable us to construct
detailed blight measures at the city level for gresentative sample of 125 metropolitan areas. &gert
a novel empirical analysis of the determinants iof blight and of the role of corrective policies i
preventing central city deterioration. Our empirispecification includes a number of control vahéb
that take into account the effect of socioeconoamd housing characteristics at the city level. IHgvi
controlled for these effects, we are then in atpmsto identify the specific impact of more strerg anti-
sprawl policies adopted at the metro-level, proxtiede by the adoption of UCPs, on city blight. they
words, we can determine whether among metropoditeas with the same characteristics the ones with
UCPs in place have experienced significant bligiauctions in their central cities. Besides, thesjiie
endogeneity problem of such policies is consideard the baseline model is re-estimated using two-

stage least squares.

The article is organized as follows. In the needt®n we provide an overview of the concept and
measurement of urban blight. In the third sectiend&scribe the methodology, data sources and \esiab
used in carrying out our empirical analysis. Ouimrasults and their implications are discusseth&
fourth section and several robustness checks asepted in the fifth section. Finally, in the lasttion,

we conclude.

2. Urban blight

2.1. The causes of blight

As noted above, economic progress and major stalcthanges to transport systems and

government policy, among others, have fostered rurflarawl, setting up the economic and social



conditions for urban decay of central cities. Fis{942) notes that the accelerating populatiorit shi
toward the suburbs has accentuated the problefmeotentral city areas, given that suburban expansio
responds mainly to the migration of central citgidents rather than to the accommodation of new
population growth. As Breger (1967) explains, urlbdight is a diseconomy of urbanization as it agise
from the causal forces that commonly relate to enna progress and urban growth (i.e. changing land

use and technological change, rising social stalsdand the progressive over-utilization of property

A new approach to the examination of the relatiiqmdetween city and suburban growth has
recently been developed by Brueckner and Helsl@¢XP Their claim is that blight is not a conseqe=n
of sprawl but rather the result of the inefficiaaltocation of population driven by the same market
failures that generate sprawl. In other words, tfagket mechanism has not functioned properly in the
urban economy, resulting in an inefficient allooatof population between the inner city and theusiib.
Several sprawl-inducing distortions to the urbaaneeny (unpriced traffic congestion, failure to agab
for the amenity value of open space, and averaggher than marginal — cost pricing of infrastrueju
have resulted in excessive suburban populatior arit inefficient loss of residents in the centrahe
This population shift in turn depresses housinggxiin the centre, undermining incentives to mainta
reinvest in existing downtown structures. This hyyesis is clearly supported by the U.S. data. Eidur
plots the share of Metropolitan Statistical AreaS) population living in the suburbs in 2000 agains
the percentage of housing units built in the cémlitees during the period 1990-2000: the correlatp=
-0.36, is statistically different from zero. Thiesult suggests that, as expected, the large papulat

movements towards suburban locations are positicetyelated to the decay of construction activity i
central places.

Figure 1. Correlation between spraw and blight
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Own elaboration using data of U.S. Bureau of Census

This being the case, the adoption of anti-spraglicies would also serve as a tool for blight
reduction. The corrective mechanism works as falo# corrective policy reduces sprawl, as it curbs
downtown population shift toward the suburbs whileouraging suburban population to move toward
the center. The resulting increase in housing prinethe center then acts as an incentive for mgld
reinvestment and maintenance, thereby reducingnudezay (sed®rueckner and Helsley, 2011, for a

fuller explanation). Besides, Davis and Whinsto®§l) use an example based on the Prisoner’s



Dilemma to show how the presence of neighboringa$f and the property owners’ strategic behavior to
maximize the returns to their investment can explaérsistence in blight. According to the authors,
property owners may neglect reinvestment and imgr®nts in existing structures in anticipation a th
arrival of more intensive uses which might bringital gains. In this scenario, rational individaaiion
might allow property to deteriorate and blight twcor, leading to a process of contagious neighbmiho
decline. Hence, as Brueckner and Helsley (2001klade, blight arises from the interaction of these
neighborhood externalities and an event that caase#nitial decline in building maintenance and
reinvestment, identified by the authors as the mahtoperation of the land market in the presence of

sprawl-inducing distortions.

2.2. The blight measure

Breger (1967, p.372) defines the concept of urbgyhbas follows:

“Urban blight designates a critical stage in the] [depreciation of real property beyond
which its existing condition or use is unacceptaboléhe community [...] This process
appears to involve either functional depreciatidasg of productivity) or social

depreciation (loss of prestige) or both”.

Thus, while urban blight includes both social armbreomic dimensions, it is primarily a physical
phenomenon. It involves the obsolescence, det¢ivorahe fall into disrepair and decay of buildsnig
central cities due, among other reasons, to neglegiopulation, lack of economic support and defiti
reinvestment in older central city properties. lmst sense, recent papers define it as a spatial
concentration of deficient housing maintenance @nvestment in older central city properties (see
Brueckner and Helsley, 2011, p.205; Bento et 811,12 p.440).

In accordance with these definitions, the bligh#asures used in this paper are based on the
physical characteristics of buildings drawn frone tAmerican Housing Survey (AHS), whids the
largest, regular national housing sample surveth& United StatesThe survey collects data on the
nation’s housing, including apartments, single-fgmiomes, mobile homes, vacant housing units,
household characteristics, income, housing anchbeidiood quality, housing costs, equipment andsfuel
size of housing units, and recent moveMational data are collected every other year, frarfixed
sample of about 50,000 homes which bagn scientifically selected to represent a csession of all

housing in the nation, updated each year to inche¥e constructioh

We draw on available micro data files containingividual household responses to the survey
questions to construct 11 different blight measatethe central city level. The survey identifiekieh
units are located within the central city of eaclsM(as defined by the Office of Management and

Budget). Hence, all central city units are selecfemm the raw data and reweighed using the

! http://www.census.gov/housing/ahs/



corresponding weights to obtain a representativepsa of housing units within central cities of 125
selected metropolitan ardasSelected characteristics on external buildingdi@ns reflect serious
damage to the structure mainly caused by continmeggect, vandalism, and so forth, and refer tdbot
the building itself and general neighborhood cadodg. In particular, selected variables reflectilight
include: housing units with boarded up or brokendeiws; housing units with holes in the roof or with
missing roof materials or surface roof sagging edulsy extensive damage to the structure or serious
neglect; housing units with outside walls missihg siding or bricks, with outside walls that slofean,
slant or buckle; and housing units that have bdmmdoned or vandalized, trash or junk in streets or
roads needing repairs, all within half a block. ©agive statistics of the characteristics consédeare

presented in Table 1. Note that all variables amaessed as proportions of the total number of ingus

units.
Table 1. Blight measur es from the American Housing Survey, n=125 U.S. cities.

All cities Citieswith UCPin place  Citieswithout UCP
Blight measure Mean Min. Max. Mean Min. Max. Mean Min. Max.
External building conditions (windows, roof & walls):
Percent housing units with windows broken 5.71 0 2443 393 0 13.57 6.55 0 24.42
Percent housing units with holes/cracks in fourthati 3.75 0 3093 271 0 7.95 4.37 0 30.94
Percent housing units with holes in roof 2.87 0 1084 1.88 0 5.53 3.28 0 10.84
Percent housing units with roof missing shing 5.0¢€ 0 193¢ 3.84 0 10.41 5.6t 0 19.3¢
Percent housing units with outside walls missimtngj or bricks 4.45 0 26.55 2.39 0 8.2 5.29 0 26.55
Percent housing units with roof's surface sags aneven 3.07 0 1757 2.11 0 8.22 3.57 0 17.57

Percent housing units with outside walls slopenJatant, buckle. 2.11 0 17.09 1.24 0 6.13 2.52 0 17.09

Neighbourhood conditions:
Percent housing units with abandoned/vandalizeldiings within

1/2 block 8.92 0 3318 6.34 0 33.18 10.32 0 31.51
Percent housing units with trash or junk in stréett/2 block 1461 0 4168 13.84 9.42 3342 156 0 41.68
Percent housing units with road within 1/2 blocledeepairs 38.26 9.42 7596 32.38 9.42 4437 4199 13.469675.

Source: own elaboration based on the American Housing Survey daita files.

A preliminary analysis of the blight data revedlgo main findings. First, the frequency
distributions presented in Figure 2 exhibit sigrafit variations in the degree of blight in the calntities
of the US. Second, the neighborhood condition e present more marked indications of blight. For
example, more than half the cities considered m $hmple reported the need for road repairs and
improvements in trash collection in neighboringsets. Moreover, as shown in Table 1, the mean salue
obtained after clustering cities according to tkistence of anti-sprawl! policies (i.e. UCPs) shtnatt as
expected, blight levels are lower in cities withtlutse policies in place. That is, a preliminargpiection
of the data seems to support the hypothesis ofeffextiveness of stringent anti-sprawl policies in

preventing central city deterioration. Nonetheless,egression-based analysis of the causes of urban

8 The American Housing Survey public use file ideasf housing units as being in central cities of

metropolitan areas via the METRO3 variable. In ofteobtain totals by MSA, we weighted our tabulasiaising
WGT90GEO (employed instead of the pure weighthasdistribution of housing units across MSAs ipafticular
importance in our study). The geographical distidgruof MSAs included in the blight sample is presel in Map 1
of Appendix 1.



blight is necessary to understand the observeerdiftes. For this purpose, more robust conclusions

from the econometric analysis are presented below.

Figure 2. Frequency distributions of selected blight measures.
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2.3. Principal Component Analysis

Given that the number of variables that proxy @@ntity blight is high, we use a multivariate
statistical technique to summarize all the avadaiblformation in a smaller number of variables with
minimum loss of information (Hair et al., 2020Yhe most common method for reducing dimensiopalit
is the principal component analysis (PCA) as itae uncorrelated components or factors, where each
component is a linear weighted combination of thiéial variablesso that the first few components

contain most of the variations in the original data

° Further details on conducting the principal comparamalysis are presented in Appendix 2.



Central city blight measures can be grouped into different categories on the basis of their
nature. We define a first group of external buitdoonditions with reference to windows, roof andisya
and a second group of neighborhood conditions. FCien applied to each group of blight measures.
The results allow us to identify one component atte group of variables that cover 47 and 65%,
respectively, of the variance of the original degt (see Table #)These two components are included in
the regression analysis as dependent variablea.r&sult, two different equations are estimatee, fon

each component.

Table 2. Principal Components Analysisfor blight measures

kmo measure Initial eigenvalues Extraction sums of squared

(1) loadings
Total % of variance Cumulative% Total % of variance Cumulative %

External building conditions: 0.8137

Component 1 3.3108 47.30 47.3 3.3108 47.30 47.30

Component 2 0.9602 13.72 61.02

Component 3 0.7952 11.36 72.38

Component 4 0.6475 9.25 81.63

Component 0.468¢ 6.7C 88.3:

Component 6 0.4599 6.57 94.90

Component 7 0.3572 5.10 100
Neighbourhood building conditions: 0.6547

Component 1 1.9387 64.62 64.62 1.9387 64.62 64.62

Component 2 0.6433 21.44 86.07

Component 3 0.4179 13.93 100

Notes: (1) The Kaiser-Meyer-Olkin measure was performedssto test whether the partial correlations among variadlessmall. It provides an
index -between 0 and 1- of the proportion of variance amomgvéiriables that might be common variance. A value of thexridethe .90s is
‘marvellous’, in the .80s ‘meritorious’, in the .70s ‘mididdy’, in the .60s ‘mediocre’, in the .50s ‘miserable’ and del.5 ‘unacceptable’(Kaiser,
1974). Our analysis gives values of 0.81 and 0&pectively, indicating that the sampling adequeay greater than 0.5 and therefore satisfactory.
The Bartlett's test of sphericity was conducted and the mglothesis of uncorrelated variables (i.e., the cormetamatrix is the identity matrix) was
rejected, indicating that the blight sample is aeg for PCA.

Table 3 shows the weights applied to each indalidalight measure to obtain the retained
component which is, as discussed above, a lineabir@tion of the initial blight variables (Column. 1
The results show the contribution of each blightamee to the component. For the first set of blight
measures, all the variables are equally represeantélde new blight index, as each variable explains
between 10 and 17% of this newly created indexhénsecond set of blight measures, the three linitia
variables account for 35, 28 and 37% of the neghblindex, respectively. The correlations betwesche
initial blight measure and the retained componeatpgesented in the last column of Table 3. Asloan
seen, the initial blight measures of neighborhomaditions are highly correlated to the new bligidex
(a coefficient around 0.8), whereas the correlatisrsomewhat weaker between external building

conditions and their new summary indicator (a dordfiit between 0.58 and 0.75).

According to the Kaiser-Guttmann rule, only fastaith an eigenvalue greater than one are retained.



Table 3. Weights, contributions and correlations between the blight measures and the componentsretained.

Contribution  Correlation

Weights of_ each betv_veen each
(eigenvectors) variableto variable and
the the
component component
External building conditions (windows, roof & walls):
Percent housing units with windows broken 0.3233 0.1a5 0.5883
Percent housing units with holes/cracks in fourtdati 0.3569 0.1274 0.6494
Percent housing units with holes in roof 0.3995 0615 0.7269
Percent housing units with roof missing shing 0.388( 0.150¢ 0.706(
Percent housing units with outside walls missimlingj or bricks 0.4121 0.1698 0.7498
Percent housing units with roof's surface sags aneven 0.4126 0.1702 0.7508
Percent housing units with outside walls slopen Jetant, buckle. 0.3434 0.1179 0.6248
Neighbourhood conditions:
Percent housing units with abandoned/vandalizeldiibgs within 1/2
block 0.5961 0.3553 0.8299
Percent housing units with trash or junk in stréets/2 block 0.5256 0.2763 0.7318
Percent housing units with road within 1/2 blockedeepairs 0.6069 0.3683 0.8450

Source: own elaboration after PCA.
Figure 3 presents the frequency distributionsiobthfor the two indexes of blight obtained after

PCA'". The results suggest that the new blight indexésbé a similar pattern of variation to those

presented in Figure 2 for single blight measures.

Figure 3. Freguency distributions of newblight measures

40
L
40
L

Frequency (number of cities)
20 30
| L
Frequency (number of cities)
20 30
| |

10
L
10

T T T T T (=}
0 20 40 60 80 100 6 20 40 éo éo 160
External building conditions (Blight measure after PCA) Neighbourhood conditions (Blight measure after PCA)

Source: own elaboration after PCA.
3. Empirical framework
3.1. The sample

The empirical study is based on a sample of 10l MSAs and their corresponding central

cities> The MSA was chosen as the unit of analysis fomers# reasons. As explained in Woo and

1 The geographical distribution of the two blightiéixes across central cities in MSAs included inséuaple

is presented in Maps 2 and 3 of Appendix 1.
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Guldmann (2011), Consolidated Metropolitan StatétiAreas (CMSAS) have to be discarded because
they often extend across more than one state a&ydatle, therefore, too large to capture the infteenf a
single central city. On the other hand, MSAs aretropolitan areas (MAs) surrounded by non-
metropolitan areas. Since MSAs do not closely ademwith other MAs, the impacts of UCPs can be

measured effectively within each MSA.

The sample size was not randomly chosen but ratéermined by the availability of data. As
discussed, blight measures were only availabla f@presentative sample of 125 central cities,athen
containment data used to test whether more stringirsprawl policies help to reduce city blighasv
available for just 105 of these. As shown in Tablea comparison of this sample with the universe of
U.S. MSAs in 2000 indicates that large MSAs areraepresented in the sample. The mean population
of the sample was 1,707,982 in 2000, while the npegoulation of all MSAs was 719,222. However, the
sample does not differ significantly from other MSAn terms of median household income,
unemployment rate, population growth or income dhohetween 1990 and 2000. Besides, the MSAs
included in the sample account for about 80 peroétite total MSA population. Thus, we believe that

the sample data are reasonably representativé [dfS#s in the U.S.

Table 4. Comparisons of the sample M SAswith the M SA population

Selected characteristics Sample MSAs MSA population
Total population 1990 153,940,911 192,727,000
Total population 2000 181,046,096 225,982,000
Average population 1990 1,452,272 818,546
Average population 2000 1,707,982 719,222
Population growth 1990-2000 18.83% 14%
Median household income 1990 31,076 32,086
Median household income 2000 44,482 41,789
Median household income growth 1990-2000 43.13% 30.2%%
Unemployment rate 2000 4.06% 4.1%

Source: U.S. Census Bureau, 1990 and 2000 Cenfepofation and Housing.
3.2. Empirical specification
In this section, we describe the empirical stratadopted for assessing the influence of UCPs on

city blight reduction. To this end, the relationsiietween the variables of interest is assumedtash

follows:

Blightji 2000 — 4 UCR 1070 2000 ,3] Xi1000 + WB”ghtji 1000 T § (1)

12 The U.S. Office of Management and Budget defimeM8A as a geographic entity containing a core mrba
area population of 50,000 or more. Each MSA cosgi§bne or more counties and includes the countiesaining
the core urban area, as well as any adjacent @sutitat have a high degree of social and econartégriation (as
measured by commuting to work) with the urban c@he central city is defined as the principal eitigh the largest
population within the MSA. Thus, the remaining gipal cities of the MSA, if any, are considered &tds.
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Where Blight; .., is the value of the blight measyré city i in 2000,j=1,2, Blight; ;qqis the initial
level of blight, UCP, is the urban containment policy in place priothe period of analysis in metro
areak, X, 1990is a vector of city and metro characteristics it§)(19,3,- @ are the coefficient vectors and

&, is the error term.

Therefore, we analyze the correlation between @tleption of urban containment programs
between 1960 and 2000 and city blight levels in@®0&nd whether this correlation is robust to the
inclusion of the initial blight level in 1990 andsat of control variables. Thus, the main purpdseun
empirical analysis is to explore the long-run imgabat result from the implementation of UCPs sdoa
obtain an overview of the correlation between growbntainment and city blight in the context of a
monocentric city model. In fact, alternative modglecifications presented in thedditional Results
section reinforce this idea, as the year of adoptibthe UCP does not have a significantly différen

impact on blight reduction in statistical terms.

Urban containment policiesn order to test whether the reduction of blightcientral cities is
correlated to the presence of more stringent gmévgl policies, we first introduce the urban contaéent
policy variable. These policies combine regulatiansl incentives to guide and allocate efficientiyvn
development as well as to balance the forces oérdeslization and to promote the revitalization of
communities.They are explicitly designed to contain urban depglent within a planned urban area,
while encouraging redevelopment of inner core atkasmight otherwise be neglected. In other words,
such corrective policies are intended to curb downt population shift toward the suburbs while
encouraging the suburban population to move towlaedcenter. The preservation of open space, cost-

efficient construction and the use of urban stmecare among their intended goals also.

Thus, the measure used in this analysis is a catad) variable that takes on a value of one if an
UCP was in place prior to 2001 in each of the M®Assidered. The data, provided by Nelson et al.
(2004), are drawn from a nationwide survey of mattiban planning organizations in order to identify
the existence of a formally adopted containmenicgoh each MSA. Although UCPs can include a wide
variety of tools to shape metropolitan growth, tbigvey focuses on the adoption of urban growth
boundaries, service extension limits and greenb&hs data comprises a representative sampleeof th
whole population. Thus, the set includes obseraatior 331 MSAs in 50 different states, 102 of whic
adopted a UCP between 1960 and 2000. As shownguré-i4, MSAs with a UCP in place are located
mainly along the east and west coasts of the cpuwith just a few located in the interior. The a@aiso
report the year of adoption of the UCP: twenty-twua of the 102 MSAs adopted a UCP before 1980, 38
did so during the 80s, 35 during the 90s and only im the year 2000. In addition, a distinction &&n
drawn between areas with region-wide containmeogams (i.e., all counties contained) and areas wit
containment programs in place within a subset efrdgion’s jurisdictions: forty-nine out of 102 MSA
formally adopted region-wide UCPs, while 53 adoptesitainment programs within a subset of the

region’s counties. When merging this sample withldight data we obtain a sample of 107 MSAs, 36 of
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which have formally adopted a UCP. Note that cordiareas were equally distributed according to the

decade of adoption. Moreover, in half of the cadbsounties were contained (see Tabl€.5)

Figure 4. Metrolopiltan Statistical Areasincluded in the UCP sample

Notes: in blue MSAs that adopted UCP prior to 200@rey those MSA without UCP in place.

Source: own elaboration using TIGER/Line Shapefile, UMgetropolitan Division National., provided by the U.S. Dejmaent of Commerce, U.S. Census Bureau, Geography
Division. Data provided by Nelson et al (2004)

A lagged measure of blight is included in the emuito account for the initial level of centratyci

deterioration. Given that data on central city lbligre not available for the year 1990, we proxgnth

with the proportion of new housing units built beem 1980 and 19%b

Table5. Urban Containment Policies

Original sample (n=331) Our sample (n=107)

MSAs without UCP: 229 71
MSAs with UCP: 102 36

According to the year of adoption:

Adopted in the 60s-70s 28 12
Adopted in the 80s 38 11
Adopted in the 90s 35 13
Adopted in 2000 1

According to the type of UCP:
Metro UCP 49 17
Submetro UCP 53 19

Source: Own elaboration.

Next, a set of controls are added to the econaeregiecification to check for the robustness of the

correlation between blight and the adoption of aPUThis set of variables includes a variety of

3 Detailed UCP maps according to the year of adapéind the type of containment program in place are

presented in Appendix 1.

14 The correlation coefficient between the blighteliein 2000 and the proportion of housing unitdttgtween
1990 and 2000 has a value of around 0.4. Thusptbyortion of housing units built between 1980 4990 is
expected to be a good proxy of the city blight lémel 990.
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observable city and metropolitan area charactesistrawn from the U.S. Bureau of Census (Decennial
Census, the three-year estimates of the Americann@mity Survey, the City and County Data Book
and the Bureau of Justice Statistics) and seekdoumt for the other main factors affecting thecleof

central city blight. Descriptive statistics are ggeted in Table 6.

Table 6. Descriptive Statistics

Name Mean (SD) Min Max

Urban Containment Programm in place prior to 2000 0.3277 0 1
(0.4713)

Initial level of blight (% housing units built 198990)  13.4739 1.5996 39.7966
(9.0111)

Central city population, 1990 451,243 49,178 7,322,564
(826,818)

Central city median household income, 1990 26,026.92 16,925 46,206
(4,823.5)

Percent central city population hispanic, 1990 10.6281 0 76.8522
(15.3505)

Percent central city population black, 1990 22.0704 0.8462 75.6746
(17.6074)

Crime rate: weighted average crimes per 1,000e®f th  0.05609 0.0013 0.2453

population in central cities, 1990 (0.0491)

Federal aid (in 1,000 $) per 100 of the populaiion 4.6056 0.0001 26.2941
central cities, 1990 (5.6183)
Source: own elaboration

First, we control for several socioeconomic chtmastics that influence the demand for housing
in the city center. We include the population liyiim the central citynd their median household income
in 1990. The former indicates the strength of thetial city and, therefore, its attractiveness pkaae of
residence and its ability to influence developmeatterns; the latter indicates residents’ demamds a

tastes and, as such, it accounts for the effeitteofesources on the demand for housing quality.

Second, we add a set of variables that accournthéquality of life in central cities. This groop
variables includes the city crime rate, measurethasveighted average of the number of violent eem
per 1,000 of population, and the proportion of tleatral city population that is Black and Hispaimic
1990. These variables could help explain populastuft towards the suburbs as residemttewith their
feetand choose their location within an urban areaeddmg not only on their income and transports
costs, but also according to their preferencesthis context, inner city problems lead middle-class
residents to move to the suburbs, so that they f@parate homogeneous communities of individuals of
like income, education or race. Hence, we expquisitive correlation between this set of qualitylifef
variables and the level of central city blight. Tdwectation, as such, is that the greater thermeee of

what residents are likely to view as negative fecto a central city, the greater thight from blightwe
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can expect to see: thus, the higher the crime eate,the higher the proportion of Black and Hispani

residents, the greater the level of blight.

Additionally, per capita federal expenditure islad to the model specification so as to examine
whether federal spending in central cities contabuto the vitality of the cities and, hence, tatu

reduction (Woo and Guldmann, 2011).
3.3. Partial correlations

Figure 5 shows the raw correlation between ouritvdexes of central city blight in 2000 and the
adoption of UCPs. As can be seen, MSAs with UCR#dne prior to 2000 exhibit lower levels of cehtra
city blight than those that were uncontained. Tasult holds for both indexes of bligletxternal building
conditions and neighborhood conditionsin both cases, the correlation with the UCP \deiais
statistically different from zero at the 99 percdatel, with coefficients around -0.33 and -0.27,
respectively. Moreover, the level of central citjght is also correlated to the initial level ofidit
(measured here as the percentage of new housitgyhuiit during the 80s): the lower the initial &of

central city blight, the lower the level of bligimt 2000.

Figure 5. The correlates of central city blight.
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Up to this juncture, we have provided evidence donegative correlation between UCPs and
central city blight. However, as explained at tlegibning of this discussion, blight can also beelated

with sprawl as they are driven by the same prodest, being responses to fundamental market falure
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distorting the socially desired allocation of pagtidn and urban land within jurisdictions (Brueckaad
Helsley, 2011). Accordingly, the adoption of UCP®u@d also correlate with lower levels of sprawl in
the MSAs under consideration. As shown in Figureh&ye is a clear correlation between central city
blight (measured as our index of blight after idiotion of the PCA) and suburban sprawl, proxieathe
as population density (inhabitants/urbanized lamtipse MSAs with higher population densities (it
ones with least sprawl) face lower levels of cdrtity blight. Hence, the higher the level of cextcity

deterioration, the higher is the level of spramthat MSA.

Figure 6. Correlation between sprawl and urban blight
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4. Main resultsand policy implications

The regression-based results of the empirical tnade provided in Table 7. The analysis tests
whether the adoption of UCPs leads to lower blighels in central citieseteris paribusFollowing the
PCA applied to the set of blight measures Seetion 2, two separate regression analyses are presented.
The two panels, labeleBixternal building conditiongnd Neighborhood building conditionsepresent
the two indexes obtained after the PCA. For thee skclarity, a linear transformation has been iggpl

to each index so as to take values on the int¢dyA00).

Note that the econometric specification implemdrgrables us to identify the specific correlation
between UCP and blight, since we are able to isdla¢ effects of other city level characteristigs b
introducing the set of control variables discusabdve. In other words, we are now in a position to
compare cities with the same characteristics ineord see if those that underwent containment

experienced a reduction in blight.

Columns (1) to (4) report the estimated coeffitseinom different model specifications according
to expression (1). In Column (1) only the UCP valéais included; in Column (2) we add the initiavél
of central city blight; in Column (3) a set of cositvariables is also added to the model, as giwen
expression (1); and, finally, in column (4) we addional dummies for large regions (Northeast, Bout
West and Midwest — the latter being the omittedegaty) to capture all other region-specific
unobservable characteristics. To aid comparisoosacvariables, we report standardized coefficithds
measure the absolute change in the blight indexafone standard deviation change in each explanator

variable.
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Consistent with a priori expectations derived fremonomic theory (see Brueckner and Helsley,
2011), the regression findings show that the adopif more stringent anti-sprawl policies helpaduce
the deterioration in central city structures. Ucgntral cities within contained metropolitan areas,
measured here by their adoption of UCPs, have |dlght levels than those within metropolitan areas
without UCPs in place. It is also interesting tadenthat this result holds for the two indexes ofHu.
Unless estimated coefficients are always negatisegxpected, they are only statistically signiftctom
the index ofexternal building conditiongpanela). In this case, cities with a UCP in place have seen
average declines in their blight index of approxiehasix points. As shown in panbl| no significant
effects were found in theeighborhood building conditionsdex. Besides, the estimated results show
that the initial level of blight, proxied here dsetpercent of new housing units built between 1886
1990, helps to reduce the current level of bligginiother words, the higher the proportion of newsing
units built in the past and, hence, the lower theell of initial blight, the lower the level of ceal city
blight in 2000. Specifically, a one standard deweiatincrease in the proportion of new housing bimilt
the 80s yields a four-point decrease in the filigthlh index considered. The impact on the secotighbl
index (eighborhood conditionsranges from three to seven points, depending bether regional

dummies are included or not.

We now turn to the interpretation of the resultsained for the set of control variables included i
the baseline model given by expression (1) andeptes in Columns (3) and (4). In general, all the
estimated coefficients present the expected signwyekier, some are found not to be statistically
significant. First, richer central cities experieriess blight than their poorer counterparts. A staadard
deviation increase in the median household incofmeentral cities results in an approximately foar t
five point decrease in the blight indexes. Secdrahle 7 also shows the negative impact of centtal ¢
population on blight. However, the magnitude of #stimated coefficients is quite small and it dnes

have a statistically significant impact on citygtit.

The results obtained for the variables accounfiimghe flight from blightare in accordance with
the theory, as they exhibit a clearly positive uefice on the level of central city blight. A onarstard
deviation increase in the percent of central citpydation that is Hispanic increases the bligheof
external building conditionby around three points, while a one standard dewidtcrease in the percent
of black population living in central places incsea the blight index afeighborhood building conditions
by between six and eight points. Higher central ciime rates have an unmistakable positive impact
blight in all the specifications considered. Aswhan Table 6, a one standard deviation increagtism

variable yields an increase in the blight index tiamges from three to five points.

The amount of per capita federal aid receivedehagnificant impact on the level of central city
blight. Specifically, a one standard deviation @ase in this variable reduces the blight indegxdérnal
building conditionsby three points. Thus, the results indicate thaterfal spending in central cities

contributes to their vitality and, hence, to bligatiuction.
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Finally, note that when regional dummies are addetie econometric specification (Column (4))

the results hold for all variables considered ¢inrts of magnitude and significance), except thearhpf
UCPs on the neighborhood conditions index, whiatobges clearly insignificant.

Table7. Estimation results of urban containment effect on central city blight.

Dependent variable:

External building conditions

Neighbourhood buildingonditions

Explanatory variables: 1) 2) 3) 4) 1) ) 3) 4)
Urban Containment Policy -13.98*** -12.84** -§974* -5808* -11.47** -7.586**  -0.667 1.589
(3.018) (3.085) (3.228) (3.362) (3.450) (3.257) (3.320) .363)
Initial level of blight -4.833*** -4.660** -4.178** -10.30%** -7.452%*  -3.182*
(1.833) (2.039) (2.019) (1.732) (1.734) (1.786)
Central city population, 1990 -1.486 -1.333 0.297 -0.891
(1.190) (1.253) (1.064) (1.081)
central city median household income, 1990 -5.219**  -4.901** -3.887** -4.836***
(2.205) (2.261) (1.751) (1.814)
Percent central city population hispanic 2.475 3.212* 0.589 1.157
(1.831) (1.901) (1.543) (1.403)
Percent central city population black 0.608 0.511 5.86L***  8.364***
(2.753) (2.925) (2.146) (2.211)
Percent central city crime rate 3.905* 3.866* 3.268*  4.992**
(2.064) (2.161) (1.844) (1.914)
Per capita federal aid, central city -3.201* -2.721* -0.0727 -0.641
(1.352) (1.490) (1.359) (1.344)
Regional dummies No No No Yes No No No Yes
Constant 33.03**  39.96*** 62.37** 63.99** 4450** 58.28** 60, 92*** 57 59%*
(2.411) (3.942) (12.50) (11.97) (2.428) (3.716) (10.67) 0.%8)
R-squared 0.110 0.177 0.315 0.338 0.070 0.311 0.505 0.557

Notes: (i) * Significantly different from zero at the 90 percent level, ** Sigeahtly different from zero at the 95 percent level, *** Significantly different from
zero at the 99 percent level; (ii) Robust standard errors in parentheses.

All in all, these results are useful for obtainiaggeneral overview of the influence of a certaipetypf
corrective anti-sprawl policy on a desired targetriable, namely the prevention of central city
deterioration. Besides, the explanatory capacityhef model is considerably high (between 0.35 and

0.50) and consistent with results obtained elsegvirethe literature.

5. Additional results

We explore the sensitivity of our results in a fmemof different ways. First, the data provided
by Nelson et al. (2004) allow us to differentiatetveeen two types of UCP on the basis of their scope
Specifically, a distinction can be established leswareas with region-wide containment programs and
those with containment programs in place withinubset of the region’s jurisdictions (see Table 5 in
Section 3). Based on the results presented in Guuih) and (2) of Table 8, no consistent effectsewe
found™. Second, urban containment was measured on tlie dfathe existence of a formally adopted

containment policy (growth boundary, service exi@méimits or greenbelt) prior to the start of tseidy

1’ At teston the linear combination of the estimated cogffits of these variables was performed. The null
hypothesis was not rejected, indicating that tHfeidince between the two coefficients is not siatifly different

from zero.
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period in 2001. In addition, the availability ofetlyear in which the UCPs were introduced can bd tse
test the proposition that their effects would berenpronounced the longer the programs had been in
operation. To this end, we perform additional eations including three categorical variables ta&eta
value of 1 whether the UCP was adopted in the 80s,and 90s, respectively. As shown in Columns (3)
and (4) of Table 8, the regression results indith#ét the year of adoption of the UCP does not teave
statistically significant different impact on bligheduction. This finding is in line with Nelson at.
(2004), who analyzed whether UCPs have an impath@tevel of central city construction activitydan
provided evidence of no consistent effects of proglength. The estimated coefficients of this det o
control variables are very similar to those presérin the previous section (see Table 7) and, there

no further comments are presented here.

Table 8. Estimation results of urban containment effect on central city blight (UCP by type and year of adoption), n=105

Dependent variable: a. External building conditions c. Neighbourhood building conditions

Explanatory variables: 1) 2) ?3) 4) 1) 2) 3) 4)
Urban Containment Polic
metro UCP -12.77%*  -5572* -10.09***  0.0538
(3.465) (3.140) (3.262) (3.717)
submetro UCP -12.89**  -5.990 -5.325 2774
(3.661) (4.632) (4.459) (4.367)
UCP_70s -13.49%*  -7.177 -10.86** 0.719
(4.159) (4.927) (4.362) (4.630)
UCP_80 -12.68%*  -1.49¢ -5.42( 4.59¢
(4.215) (4.856) (4.274) (4.524)
UCP_90s -12.35%*  -7.106* -6.219 0.616
(3.777) (3.883) (4.965) (4.041)
Initial level of blight -4.832%  -4.175%  -4.848**  -4.41*  -10.32v* -3.202* -10.44** -3.373*
(1.842) (2.032) (1.881) (2.120) (1.725) (1.800) (1.766) .86¥)
Central city population, 1990 -1.342 -1.191 -0.831 -0.790
(1.267) (1.277) (1.105) (1.102)
central city median household income, 1990 -4.855** -5.176** -5.134** -5.036**
(2.345) (2.600) (2.014) (1.886)
Percent central city population hispanic 3.212* 3.119 1.159 1.087
(1.913) (1.984) (1.376) (1.395)
Percent central city population black 0.533 0.117 8.220** 8.087***
(2.968) (3.031) (2.250) (2.263)
Percent central city crime rate 3.869* 4.029* 4.972%* 5.111%**
(2.175) (2.195) (1.879) (1.879)
Per capita federal aid, central city -2.749* -3.025* -0.456 -0.857
(1.589) (1.628) (1.381) (1.367)
-8.640 -8.523 9.128 9.634
Regional dummies No Yes No Yes No Yes No Yes
Constant 39.95%*  63.75*** 39.98*** 66.23***  58.32*** 59.15** 58, 48** 59, 19%*
(3.962) (12.39) (4.015) (13.67) (3.720) (11.62) 3.771) 111
Observations
R-squared 0.177 0.338 0.177 0.343 0.315 0.558 0.315 0.560

Notes: (i) * Significantly different from zero at the 90 pent level, ** Significantly different from zero at the 95 pent level, *** Significantly different from zero at

the 99 percent level; (ii) Robust standard errongarentheses.

6. Robustness checks

6.1. An alternative measure of blight: an averafj¢he initial blight variables
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As explained in Section 2, the dataset used inptiesent paper consists of a variety of central cit
blight measures capturing different aspects ofre¢mity building conditions. The statistical tedtpe
applied to the data is clearly the most suitalddt & able to summarize all the information aablé into
a smaller number of variables with the minimum lagsinformation. By so doing, the index thus
obtained accounts for the co-variation shared byottiginal variables and, as such, this should better
estimate than simple or weighted averages of tiialiblight measures. Nonetheless, in this secti@n
define an alternative measure of blight as the ameerof all the variables considered. The resuks ar
presented in Table 9. The results are in line witse presented in Table 7, albeit they presenibthiest
magnitudes of all the coefficients. The impacttef tJCP ranges from a one to three point decreabein
average level of central city blight, although tlaffect disappears once the regional dummies are
included in the model. As for the set of contrall,present the expected sign but record a magmitdd
around one in almost all cases. These results nedlyreflect the lower capacity of the average measu

of blight as a variable for summarizing adequattig information contained in the initial blight

measures.

Table 9. Estimation results of urban containment effect on average central city blight, n=105.
Explanatory variables: 1) ) ?3) 4)
Urban Containment Policy -2.714%%* -2.196%*** -0.905* -0.540

(0.549) (0.523) (0.525) (0.579)
Initial level of blight -1.556%** -1.250%** -0.769**
(0.293) (0.319) (0.319)
Central city population, 1990 -0.0873 -0.189
(0.190) (0.202)
central city median household income, 1990 -0.873*** -0.928***
(0.318) (0.342)
Percent central city population hispanic 0.164 0.307
(0.243) (0.244)
Percent central city population black 0.554 0.789*
(0.429) (0.457)
Percent central city crime rate 0.846** 1.015%**
(0.338) (0.368)
Per capita federal aid, central city -0.370* -0.371*
(0.202) (0.223)
Regional dummies No No No Yes
Constant 9.273%* 11.40%* 13.76%* 13.60***
(0.422) (0.665) (1.908) (1.912)
R-squared 0.129 0.308 0.483 0.504

Notes: (i) * Significantly different from zero at the 90 pent level, ** Significantly different from zero at the 95
percent level, *** Significantly different from zerat the 99 percent level; (i) Robust standardrerin parentheses.

6.2. An alternative measure of anti-sprawl policig®e Wharton Residential Land Use Regulation Index

As discussed in the introduction, UCPs are newlsighed policies that have emerged in response

to the perverse consequences of traditional réstitand-use controls. The policies combine retiites
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and incentives to guide and efficiently allocatavndevelopment as well as to balance the forces of
decentralization and promote the revitalizationcommunities.To achieve this, they might combine

mixed-use and high-density zoning, affordable hogisstrategies and land supply monitoring, with
capital investment plans and various redevelopnmegntives. As such, they appear to be the most

suitable growth control policies for addressing pheblems of central city blight.

However, the recent empirical literature of growtimtrols includes an alternative measure of anti-
sprawl policy, the Wharton Residential Land Use iatipn Index (hereinafter, WRLURI) developed in
Gyourko, Saiz and Summers (2008). The authors usmtianwide municipal survey of land use
regulation, the 2005 Wharton Regulation Survey,ptoduce a number of indexes that summarize
information on different aspects of the regulatenwironment and capture the intensity of local gfow
control policies in a number of dimensidhsThese indexes are then compiled in a single aggee
measure (the WRLURI) by means of factor analysisz $£2010) processes the original municipal-based
data to create average regulation indexes by naftap area using the probability sample weights
developed by Gyourko, Saiz, and Summers (2008).€drovalues in the Wharton Regulation Index
indicate a less restrictive or more laissez-fappraach toward real estate development. Metropolita
areas with high index values conversely tend tdémgnt zoning regulations or operate project apgrov

practices that constrain new residential real estavelopment.

This measure is not entirely appropriate for thespnt study for two main reasons. First, as it
captures the overall regulatory environment, itoagnpasses many regulations that are not directiyael
to the control of sprawl. Second, the regulatioossidered in the index are mainly those of traddio
land-use regulation (zoning ordinances and minintoinsizes), but they do not explicitly address high
density zoning, affordable housing strategies, langply monitoring, capital investment plans or any
other redevelopment incentive to promote downtoewitalization. These shortfalls prevented us from
using the index as the main growth control polityhis paper. Nonetheless, the significant coricanf
the WRLURI with the UCP variable (around 0.5) mednsan be considered a plausible alternative
measure of growth control management for the fallgweason. Measures considered in the WRLURI
are not explicitly designed to prevent urban deaag promote central city revitalization, but italso
true that blight reduction could emerge as an edibyproduct of those policies. Thus, and whilenpe
aware of its limitations, we use the WRLURI to penh further estimations of the baseline model for a

robustness check. The results are presented ire &bl

16 These dimensions include: the degree of involvenhy various local actors in the development psege

state-level legislative and executive branch asgtipertaining to land use regulation; state caavblvement and the
degree of deference to municipal control (basethertendency of appellate courts to uphold or agsfiour types of
municipal land-use regulations: impact fees and#mxas, fair share development requirements, ugidnoratoria,
and spot or exclusionary zoning); local zoning appl; local project approval; local assembly (measudirect
democracy and captures whether there is a commumégting or assembly before which any zoning ocomgm
request must be presented and voted up or dowpplystestrictions (reflects the extent to whichrthare explicit
constraints on supplying new units to the markag)sity restrictions in the form of minimum lot sirequirements;
and exactions required to developers to pay thiicable share of costs of any infrastructure improent
associated with new development. See Gyourko €2@08) for further details.
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Table 10. Estimation results of the Wharton Residential Land Use Regulation I ndex on central city blight, n=102.

Dependent variable:

External building conditions

Neighbourhood builditanditions

@ @

Explanatory variables:

(©)

4

@ @ (©) Q)

WRLURI S7.752%*x  7.273%* 5357 -4.244* -1.780 -0.8D 2.234 1.008
(2.080) (2.015) (2.034) (2.547) (2.359) (2.063) (1.781) .0Z®)
Initial level of blight -5.783** 5,007  -3.477* -1099**  -7.166***  -3.000
(1.876) (2.080) (2.091) (1.782) (1.801) (1.914)
Central city population, 1990 -0.868 -1.035 0.348 -0.747
(1.200) (1.276) (1.058) (1.122)
central city median household income, 1990 -5.730**  -5.816** -4.496**  -4.878**
(2.210) (2.286) (1.770) (1.868)
Percent central city population hispanic 3.494* 4.005* 0.173 1.083
(1.806) (1.854) (1.604) (1.352)
Percent central city population black 0.918 1.491 5.9+ 8 518***
(2.826) (3.067) (2.203) (2.366)
Percent central city crime rate 3.667 3.930* 3.079 4.432**
(2.307) (2.363) (2.091) (2.034)
Per capita federal aid, central city -3.200**  -3.017* -0.170 -0.715
(1.501) (1.610) (1.463) (1.494)
Regional dummies No No No Yes No No No Yes
Constant 28.72%*  37.40**  62.26%** 63.97**  40.19*** 56.70*** 63.90*** 58.65***
(1.995) (3.842) (12.92) (12.24) (2.082) (3.747) (10.90) 1.0D)
R-squared 0.083 0.164 0.322 0.337 0.004 0.292 0.498 0.547

Notes: (i) * Significantly different from zero &te 90 percent level, ** Significantly different frozero at the 95 percent level, *** Significantliffdrent from zerc
at the 99 percent level; (ii) Robust standard erioparentheses.

As expected, the impact of the WRLURI on centridy dlight reduction is lower than that
obtained with the UCP. As noted above, the diffeesim these results is attributable to their reSpec
policy designs. The UCPs are explicitly designeddotrol blight and promote central city revitaliza
while the regulations that form part of the WRLURE concerned with controlling sprawl, yet indihgct

their implementation could have a positive, if uairtional, effect on central city blight reduction.
6.3. Addressing the possible endogeneity problegnafth control programs

In this section we account for the fact that th&tionship between UCPs and blight might be
bidirectional. That is, since central cities witlgter levels of urban decay in previous years aoeem
likely to adopt policies to contain urban blighgntainment programs may affect and be affectechby t
initial level of central city blight. Although weoatrol for this possibility to some degree by riesitng
the definition of the presence of UCPs to those M ##at adopted policies prior to the study perieh(
2000), any correlation between lagged city bligid aurrent blight levels would reintroduce the peoi.

In order to address this potential endogeneity lprabwe estimate our baseline model by means of two

stage least squares (TSLS).

Thus, we need to find a group of variables coteelao UCPs but which are not related to the level
of central city blight. In this regard, a review tife literature suggests that locations with thestmo
desirable amenities tend to be the locations ttetn#ost closely regulated (see, for instance, Hitoel
Robert-Nicoud, 2010; Saiz, 2010). Given that pegpéfer to live in nice places, locations endoweth w

desirable amenities are developed earlier and guite likely that land-use regulations have to be
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instrumented to limit excessive urban growth apdeserve those locations. Saiz (2010) also reploats
growth management programs correlate with the isacof unavailable land within each MSA,
calculated by combining the area correspondingdepsslopes, oceans, wetlands, lakes and other wate
features. Intuitively, this variable is correlatadth UCPs since MSAs with a greater proportion of
unavailable land are more likely to be interestadadopting containment programs to limit urban
expansion. Likewise, this variable is unlikely te torrelated with the current level of city bliglgcause

it has been exogenously determined.

In addition, political ideology is also assumedpiay an important role in determining the
strength of preferences for environmental presemgiKahn, 2011) and, hence, for promoting stronger
growth management programs (Nelson et al., 200geHiand Robert-Nicoud, 2010). The degree of
fragmentation in a region’s planning system cowtkptially result in development competition imfye
areas, promoting low density suburbanization (Ghems and Ulfarsson, 2002; Carruthers, 2003;
Wassmer, 2008). As Carruthers (2002) notes, thiigadlfragmentation of regions is also responsibie
fostering sprawl and blight because, by dividinghatity among many small local governments, the
overall ability of land-use planning to shape thicome of metropolitan growth is undermined. Inesth
words, a high number of local government units imitthe MSA tends to weaken coordination of land-
use policies, facilitating suburban development levdontributing to downtown deterioratioithus,
efforts aimed at promoting jurisdictional coopewatiand regulatory consistency across metropolitan

areas are central to the efficacy of growth managemprograms.

Consequently, the set of variables selected asuments for the UCP are the following. First,
local amenities are proxied by the average headimt) cooling degree days, a coastal dummy and the
percentage of land unavailable for development igexl by Saiz (2010). Second, the influence of
political ideology is proxied here by the statershaf votes cast in favor of the Democratic cantida
the 1976 presidential election. Third, politicadmentation is measured as the number of countthw
each MSA. Finally, the homeownership rate in 199@lso included as an instrument, to account fer th
fact that homeowners favor regulations to rais@ fh@perty values and, therefore, locations witarge

share of homeowners can be expected to be morated\fFischel, 2001).

We run a first-stage regression where the possibtiogenous variable, UCP, is regressed on the
set of instruments explained above plus the otbetrol variables in the model (given by expresgib)).
The predicted variable is then included in a seestade regression as an independent variable in the
original regression equation. The regression resfitequation (1) with the UCP being treated as the
endogenous variable are provided in Table 11. Col(tthreports the first-stage estimated coeffigenft
our instruments. The results show that the demiocvate share, the mean heating degree days and the
percentage of land unavailable for developmentpamicularly useful in our attempts to identify the
effects of the UCP on blight. On the one hand ribgoters are probably more interested in congema
issues and, thus, more likely to be interesteddopting UCPs to curb urban sprawl. On the otherallo

amenities play an important role in explaining tbgulatory environment. First, the higher the petage
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of land unavailable for development, the higherthe level of regulation required to limit urban
expansion. Second, the mean heating degree daysreap city’'s extremely hot climate. This is a
characteristic that makes open space less atteaatid, in turn, less closely correlated with sprand
the need for stronger growth management programishawn by the negative sign of its estimated
coefficient.

Table 11. Instrumental Variables approach

First-stage Second-stage
. . External building Neighbourhood
Dependent variable: conditions building conditions
Explanatory variables:
Urban Containment Poligjnstrumented) -17.76** -3.871
(9.158) (7.594)
Initial level of blight 0.0508 -3.311 -7.022%*
(0.0932) (2.103) (1.718)
Central city population, 1990 -0.0360 -0.901 0.943
(0.0396) (1.437) (1.305)
Central city median household income, 1990 0.0903 635 -4.449
(0.101, (3.396 (2.892
Percent central city population hispanic -0.116 1.855 0.543
(0.0824) (1.864) (1.408)
Percent central city population black -0.0455 -0.041 5.346**
(0.0736 (2.827. (2.153
Percent central city crime rate -0.0469 3.292 2.870*
(0.0617) (2.061) (1.749)
Per capita federal aid, central city 0.0179 -3.095** 0.167
(0.0483) (1.614) (1.492)
Instruments:
Share democratic vote, 1972 0.0134***
(0.00418)
Fragmentation -0.0481
(0.0628)
Homeownership rate, 1990 0.00770
(0.0515)
Mean heating degree days -0.153**
(V.Lr63
Mean cooling degree days -0.0407
(0.124)
Coastal dummy 0.172
(0.167)
Percent unavailable land 0.10021*
(0.0528)
Constant -0.229 66.67** 63.73***
(0.717) (16.34) (14.88)
R-squared 0.313 0.232 0.470
Sargan test 3.2048 10.0972
F-Statistic 7.43

Notes: (i) * Significantly different from zero at the 90 pert level, ** Significantly different from zero at the 95
percent level, *** Significantly different from zerat the 99 percent level; (ii) Robust standardrerin parentheses.

Finally, the level of fragmentation, the homeowh@rgate, the mean cooling degree days and theatoas
dummy present the expected sign, although theyatrsignificant. However, when considered together,
the set of instruments is jointly significAh€olumn (2) reports the TSLS results for eheernal building

conditionsindex. The TSLS coefficient for the UCP varialdenegative and significant. The coefficient

o The Sargan test of overidentifying restrictionaswperformed after the first-stage estimation dedrull

hypothesis of valid instruments was not rejecteg (Eable 3.11).
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is higher than that provided by OLS (see Table@hfirming the presence of a downward bias. Based o
this result, contained cities exhibit an index efhtal city blight that is 17 points lower than timelex
presented by their uncontained counterparts. Aotorset of controls, all the coefficients prestm
expected sign and a very similar magnitude to thadtained for our OLS specifications (see Table 7),
albeit only the income and federal aid variablesai& significant. The results for theeighborhood
conditionsindex are presented in Column (3). Once againintipact of the UCP is negative, as expected,

but not significant.

7. Conclusions

US post-war suburbanization has reshaped theaspgsgitern of growth in many metropolitan
areas, in a process that has seen population apbbyment shifting toward the suburbs and the urban
decay of central cities. A body of research hasbdmélt up concerned with policy remedies aimed at
curbing such sprawl and fostering more compact nurbavelopments. One of its main theoretical
conclusions is that city blight is in fact a bypuoti of anti-sprawl programs, as they not only lionban
growth but provide incentives to redirect populatigrowth and investment away from the suburbs

toward neglected inner core areas (Brueckner afsldye2011).

The fact that city blight is only a recent phenome means the current discussion on its causes
and potential remedies remains largely undevelopefact, empirical evidence on city blight and the
effectiveness of anti-sprawl policies on preventthg deterioration of downtown structures remains
limited. Several studies have analyzed the impAgrawth management programs on sprawl (Wassmer,
2006; Woo and Guldmann, 2011) and central citytaivation (Dawkins and Nelson, 2003; Nelson et
al., 2004). Nonetheless, these studies focus oanlgtipn, employment and construction activity toxyr
central city status rather than a measure of blpggrt se Unlike existing research, the present study
represents the first attempt to analyze the impaenti-sprawl policies, proxied by adopting mekewel
urban containment programs, on city blight, defieste as the physical deterioration of downtown
structures. Micro data drawn from the American HogsSurvey allow us to construct 12 specific blight
measures based on the external physical chardicterid buildings and neighborhoods for 125 U.S.
central cities. For the sake of simplicity, thesails of city blight are summarized in a smallember
of variables with the minimum loss of informatiog means of principal component analysis. Thus, we
end up with three different variables that areudeld as dependent variables in the regressionsanaly
Our empirical specification enables us to deterntireespecific impact of UCPs on the level of bligint
central cities, with all other metropolitan andyoitharacteristics affecting urban blight being talketo
account by the inclusion of a set of control valgabOur results indicate that the adoption of UGBs a
significant impact in terms of the reduction ofghif in these contained cities. As such, we are able
report empirical evidence of urban containment prots achieving one of their intended goals, that of
the reduction of central city deterioration. Instliegard, it is worthwhile noting also the non-igigle
role played by upper tiers of government, as ppitadederal aid also contributes to blight redmetand

central city revitalization.
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Finally, the importance of a central city to tkgional economy should not be underestimated. In
this regard, blight reduction can generate positwernalities that enhance growth and economic
progress beyond a city’s boundaries. Several studiwe empirically addressed this research question
As noted in Voith (1998), suburbs also benefit fromaestment and the subsequent revitalization of
downtowns, as city income growth in turn enhanegsugban growth. A further example is provided by
Muro and Puentes (2004), who report evidence ofe¢lationship between lower city poverty rates and

metropolitan income growth.

Therefore, the evidence seems to suggest thatteittes and their suburban areas remain closely
interconnectetf. This being the case, central city revitalizatiand metropolitan area development
should perhaps be seen as complements rather tbatitstes. This would mean that cities and suburbs
alike could improve their welfare through cooperattontainment programs aimed at curbing sprawl and

fostering more compact urban developments whilgguréng urban decline in city core areas.
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Appendix 1. Blight and urban containment program maps.

Map 1. Metrolopiltan Statistical Areas included in the blight sample, n=125.

v

Source: own elaboration using the American Housing Survey data files and the 7/GER Line Shapefile, U.S., Metropolitan Division National., provided by the U.S.
Department of Commerce, U.S. Census Bureau, Geography Division.

Map 2. The degree of central city blight, 2000*, n=125.
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(*) External building conditions (blight index obtained after PCA)

Source: own elaboration using TIGER/Line Shapefile, U.S., Metropolitan Division National., provided by the U.S. Department of Commerce, U.S. Census Bureau, Geography

Division.

29



Map 3. The degree of central city blight, 2000*, n=125.
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(*) Neighbourhood conditions (blight index obtained after PCA)
Source: own elaboration using TIGER/Line Shapefile, U.S., Metropolitan Division National., provided by the U.S. Department of Commerce, U.S. Census Bureau, Geography

Division.

Map 4. Metrolopiltan Statistical Areas in the sample according to the year of adoption of the UCP, n=107.

M
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~uCP 70s
UCP 80s
UCP 90s

Source: own elaboration using 7/GER Line Shapefile, U.S., Metropolitan Division National., provided by the U.S. Department of Commerce, U.S. Census
Bureau, Geography Division. Data provided by Nelson et al (2004)
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Map 5. Metrolopiltan Statistical Areas in the sample according to the type of UCP adopted, n=107.

region-wide containment programs
. areas with containment programs in place
__ within a subset of the region’s jurisdictions
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Source: own elaboration using 7/GER Line Shapefile, U.S., Metropolitan Division National., provided by the U.S. Department of Commerce, U.S. Census
Bureau, Geography Division. Data provided by Nelson et al (2004)
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Appendix 2. Principal Component Analysis

Principal component analysis (hereinafter, PCApisnultivariate statistical technique used to
reduce the number of variables in a data set irdmaller number of ‘dimensions’. PCA can be applied
with a set of correlated and quantitative variabtesrder to obtain a smaller number of uncorrelate
variables, defined as linear combinations of thgioals. The resulting principal components (heaétir,
PCs) or factors summarize the original set of \@es with the minimum loss of information (Hairadt,
2010).

In mathematical terms, from an initial set pfcorrelated variables, PCA creates uncorrelated
components or factors, where each component igariweighted combination of the standardizedaihiti

variables For example, from a set of variabkgsthrough toX,

Cl = ullxl + ulzxz + -+ ulpxp)

Cp = Un1Xq + UppXp + -+ UppXp)
whereu,, represents the weight for tpth principal component and tipgh variable.

Initially, we have as many components as origirzlables ). Nonetheless, only the subsetof
components that explains the largest possible atrmfuvariation in the original data is kept. Thene,
uncorrelated PCs are extracted by linear weighteasformations of the initial variables so that finst

few PCs contain most of the variations in the ordgdataset.

The amount of information included in each compttrie summarized in its variance; that is, the
higher the variance, the higher the amount of m#tion incorporated in that component. The weights
for each PC are given by the eigenvectors of theetadion matrix, or if the original data were
standardized, the co-variance matrix. The varigiagefor each PC is given by the eigenvalue of the
corresponding eigenvector. These PCs are extratidecreasing order of importance so that the BiGt
accounts for as much of the variation as possibteesach successive component accounts for alétte
subject to the constraint that the sum of the sspiaveights is equal to one, that is to say theoveaft

weights is normalize'd.

Hence, the first component & obtained by maximizing its variance

noci o1 1 1
V(C) == = 2o, = —ulX Xuy = u) [—X’X]u = Vu
1 n n 1"*~1 n 1 1 1 n 1 1 1
19 Because the first principal component accountsHerdo-variation shared by all attributes, this rhaya

better estimate than simple or weighted averag#seodriginal variables.
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Subject to the constraint

V(C,) is maximized with the highest eigenvaluef matrixV. Letting/ ; be the highest eigenvalue
of V and considering; as its associated normalized eigenveaigu{=1), we have defined the vector of
weights to be applied to the initial variables nder to obtain the first principal component, whaan be
defined as:

Cl = ulX = u11X1 + u12X2 + -+ ulep

The second component fCis orthogonal to (i.e. uncorrelated with) thesfictomponent, and
explains additional but less variation than thetfatomponent, subject to the same constraint. Suiesg
components are uncorrelated with previous companetiterefore, each component captures an
additional dimension in the data, while explainsmaller proportions of the variation of the oridina
variables. Thus, PCA can be useful when theresesvare, high-degree of correlation present inriftil
variables. Besides, the higher the degree of aioel among the original variables in the data,féveer
the number of components that are required to captammon information. Note that whenever the
variables in the original dataset are uncorrela®€A can be discarded as the PCs obtained are &xjual

the original variables.

As the sum of the eigenvalues equals the humbearidibles in the initial data set, the proportion

of the total variation in the original data set@aated for by each principal component is given by

A Ay
P An  trace(V)

When the variables are normaliztrdce(V) = p so that the proportion of ti¢h component on total variation is
AHp.

Once all coefficientsyare computed, the values of the PCs for eachiohat observation in the sample

of sizen can be obtained as follows,
Zhi = uthli + uthzi + -+ uthpl- h= 1,...,p i= 1,...,n
How many components should be retainéti@ number of PCs to be retained can be determined
by means of the arithmetic mean criterion. Accagdito this criterion, only components with

characteristic root (i.e., the variance of the comgnt) above the average of all characteristicsrebbuld

be retained. Analytically, this criterion implietaining all components that satisfy the followgpression:
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S
Ay > A =20
p

When standardized variables are us@j’tl Ar=p, so that only components such that>1 are

retained. Thus, an eigenvalue greater than 1 itelicthat PCs account for more variance than are
accountedor by one of the original variables in the standardidata. This is commonly used as a cutoff

point for retaining PCs.

Correlations between initial variables and the pomentsA clear and meaningful interpretation of
the different components obtained after PCA is iatuto derive conclusions. In this regard, it is
important to determine the weight of each originakiable in the new component as well as the
correlations between the variables and the compeneks stated above, a component is a linear
combination of a set of variables, but it coulddedter correlated to some of them than it is teghThe
correlation coefficient between a component andafrtbe original variables is computed by multiplgi

the variable weight (eigenvector) by the square obits eigenvalue:

Tin = njy[An
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