
52  

A preliminary model for the impact of Research and development in health care 

expenditure: the case of Costa Rica 

 

Artículo Especial 

This paper describes a simple model for estimating costs in the National Health System in Costa Rica that includes technology-
related lag. Model parameters are associated to the system (technical lag, specialist lag and medication lag) and to the patient 

(severity of illness). Preliminary results suggest that (1) the model follows a GDP estimate within a 1.65% error in a simulated 
period of 11 years, (2) the model is accurate in accounting for the cost of attention in health services and (3) proposed R&D 
interventions that concentrate on solving problems related to critical parameters do have a significant effect on final national 

budget estimates under the assumptions of this model. 

Keywords: Health Care Costs, Research and Development, Costa Rica (source: MeSH NLM) 

1. INTRODUCCIÓN 

Health expenditure is a common concern in nation States 

with respect to the question regarding its main drivers (1). 

Several factors are deemed as responsible for the observed 

growth of the cost, such as ageing (2), the insurance market 

dynamics (3), taxation (4), service quality (5), as well as indi-

vidual national financial possibilities (6). The challenge in 

matching predictions and observed trends in health expendi-

ture leads to a situation qualified as a black box (7). 

Health care costs have been studied from the R&D point 

of view: return on investment of innovation in health-related 

market activities (e.g. (8, 9, 10)) and the social cost of partic-

ular diseases (e.g. (11, 12, 13, 14, 15)). It is clear From the 

public perspective, health care expenditure growth (rather 

than firm productivity) is key for defining national budgets 

while allocating funds for R&D [18, 19], in particular for Costa 

Rica and Latin America (20). An efficiency-oriented model 

(21, 22), with an emphasis on systemic failures (i.e. lags) that 

can be mitigated by publicly-funded R&D projects is required, 

under the assumption of proper execution. 

This paper shows that a simple-yet-descriptive model for 

designing and prototyping expenditure contention measures 

is viable and asymptotically accurate. This research has 

deeper implications for system approaches for systemic cost 

containment in health care (23). 

2. THE RESEARCH & DEVELOPMENT-RELATED LAG 

COST MODEL 

The core problem is finding an explanatory model capa-

ble of quantifying the impact of targeted R&D in health care 

expenditure growth at the national expenditure level. It must 

allow comparison of different alternative interventions with 

respect to a baseline estimated from macroeconomic varia-

bles such as annual inflation rates. 

The additive perspective of public costs vs. productivity 

Productivity growth models that include knowledge and 

R&D mostly look at calculating total productivity factors (TPF) 

basis (24, 25, 26). The latter assumes a production function 

and a cost function from observables that are available and 

can be estimated within reasonable accuracy. In that sense, 

this work does not follow usual discussions such as in 

(27). 

Cost models related to public expenditure are often 

posed in a rather additive tone, than the usual product of 

powers of different factors (28, 29, 30, 31, 32, 33, 34). The 

expression of lag or inefficiency as a power law is well estab-

lished in the practices of modeling in economics (35, 36), 

specially while dealing with systemic factors (37). 
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Considering that modeling exercises in public expendi-

ture growth aim at creating interventions that measurably 
lead to lower public costs. The latter requires quantitative 

comparison between the output in if-else cases with pos-
sibiity of refutation experiments via counterfactuals (38, 39, 
40). In the case of public health care expenditures, our dis-

cussions follows (41) closely in the details.  

Cost and lag factors 

Health care cost factors are a widely discussed topic (7). 

The model considers two particular types in line with the 

previous discussion: direct cost factors and lag factors. Di-

rect costs include four variables: cost of health technicians 

(T) and physicians (P) (42), cost of medications (M) (43) and 

patient recurrence (R) (44). It is clear that T, P and M are 

system-related factors and R is patient-related. 

With respect to lag factors, the model considers four of 

them as well (45). Technical lag (α) describes the conjunc-

tion of elements lacking sufficient technical bandwidth or 

quality as for being useful. Physician lag (β) refers to limita-

tions in medical care at the specialist level explained by lack 

of training, poor or no access to adequate diagnosis and 

attention tools or facilities and other exogenous conditions 

[46]. Medication lag (γ) is explained by several sub-factors, 

including lack of patient adherence, undesirable interactions 

and incorrect medication (47). Finally, a recurrence lag (λ) 

can be explained as the effect that disease severity exerts 

upon potentially multiple visits and general cost of attention 

(48). 

Having in mind the public nature of the health system in 

Costa Rica (including insurance an other additional costs) as 
well as the need for a simplified model departing from meas-
ured or well-estimated data, additional core factors have 

been left aside. 

 

Description of the model 

The proposed model departs ab initio. The cost function 

assumes that total health care cost per capita is described 

by the sum of each system-related factor (having the appro-

priate lag exponent) multiplied by the average amount of 

visits per patient per year; the latter product is modulated by 

the recurrence lag exponent. Then, the cost X is given by 

 X = [R · (Tα + Pβ + Mγ)]λ  
 
Lag exponents must obey α,β,γ,λ ≥ 1. Since the applica-

tion interest of the model is that of estimating the impact of 

R&D measures over inefficiencies (that is, lowering the val-

ues of the exponents), the factors are estimated per year 

according to measurements in the national health system. It 

is clear that the case α,β,γ,λ = 1 refers to optimal operation 

under available resources. 

 

Input data 

Three primary sources of information going back to 2011 
were used. The choice of year was dependent on the most 

recent source of information from the Ministry of Health, re-
quired for the GDP-based estimates (49). Estimates for de-

mographic growth were obtained from the most recent report 
of the National Institute of Statistics and Census [50]. Table 
1 summarizes the values for each factor based on (51). 

Costs are given in dollars but were originally calculated in 
colones at a exchange rate of 539.75 colones per dollar 

(2015-08-26) (52). All conversions are done at present val-
ue. Professional time estimates were updated based on av-
erage salary increases from 2011 to 2015 assuming the 

values hold until 2021.  

Table 1: Input data for the health care lag cost model at 

2011. 

 

 

 

 

 

 

 

 

 

Regarding estimates of lag exponents, there is extensive 

literature describing the problem and associated challenges 

(e.g. (53, 54, 55, 56, 57)). Results presented in this work 

used maximum likelihood methods (58, 59), where transfor-

mations were applied to available data on disease severity 

and, in the case of medication lag, a 30% of ineffectiveness 

was assumed. 

 

 Transformation of severity and medication lag to pow-
er law form proceeded by taking into account both potentially 

many factors [60] as well as necessary care in evaluating 
the impact of the distribution of disease severity [61]. Table 2 
summarizes final values used in the model. Population data 

and estimations are given by Table 3. 

Table 2: Input data for the health care lag exponents. 

 

 

 

 

 

 

 

 

 

 

 

 

Factor Value 

T $ 9.26 

P $ 34.74 

M $ 27.79 

R 2 

Factor Value 

α 1.09 

β 1.07 

γ 1.16 

λ 1.03 
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Table 3: Input data for population estimations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Proposed measures 

With the aim of testing the model, nine R&D interven-

tions were proposed with a proposed value of $2,000,000.00 

each. Subtractive exponents were estimated by establishing 

lower bounds for available national data in the respective 

power laws [62]. Measures were classified as structural 

(technical and infrastructure elements, STR), clinical 

(physicianrelated, CNC), biomedical (medications and phar-

macology, BMD) and cultural (prevention CLT) in agreement 

with a modern view of public health improvement [63]. Inter-

ventions are described as follows. 

 Electronic health records (EHR) (α = −0.03) Digitiz-

ing health information reduces human errors, provides 

continuity on patient evolution and allows for integrated 

policies and actions [64]. 

 Fast and accurate prognosis (FAP) (α = −0.018) 

The ability to rapidly determine factors contributing to 

explain health state of patients is critical for and ade-

quate attention in future clinical steps [65]. 

 Ambient-assistive technologies (AAT) (α = −0.01) 

The utilization of several devices, procedures and 

mechanisms based improved by technological means 

reduces repetition and error, as well as reduces oper-

ational costs [66]. 

 Biomedical and clinical research programs (BRP) (β 

= −0.002) The endogenous ability to develop biomedical 

research in critical diseases improves knowledge of phy-

sicians and leads to better clinical facilities [67, 68, 69]. 

 Health monitoring and Big Data (HMB) (β = −0.007) 

The increasing acquisition of smartphones by pa-

tients, a widening range of sensors and health moni-

toring devices as well as trends in Big Data provide 

opportunities for integrating personal data through 

algorithms that lead to clinical discoveries under clear 

ethical guidelines [70, 71, 72, 73]. 

 Automated drug incompatibility discovery (ADD) (γ = 

−0.002) The ability to record patient-drug and drug-drug 

incompatibilities largely diminishes severity of cases, 

additional misplaced costs and pharmacological ineffec-

tiveness [74, 75, 76]. 

 Prescription adherence apps (PAA) (γ = −0.003) The 

increasing availability of smartphones in the general 
public facilitates the development of software applica-
tions (i.e. apps) that help patients adhere strictly to their 
prescriptions, leading to higher rates of effectiveness 
and less unused medications [77]. 

 Research and technology for improved nutrition 

(RIN) (λ = −0.003) Nutrition is at the base of improving 

health, which can be aided by proper research and 

technology developments towards improved food relat-

ed habits [78]. 

 Technology for early self-diagnose (ESD) (λ = 

−0.0005) As health culture strengthens and technolo-
gy becomes available, a series of research results 
suggest a radical change in the amount and variety of 

proactive, preventive measures patients can take in 
advance. [79, 80]. 

 
Assumptions and limitations 

The model is limited by definition in considering only 
three system-related factors and one-patient related factor. 
Also, no measure includes lowering factor costs. This exer-

cise assumes that one patient has access to two technicians, 
two physicians and one medication per medical appointment 

[51]. Finally, lag exponents remain constant for the whole 
simulated period and supposed to be statistically observable. 

 
 
RESULTS 

 

The model was utilized for an economic simulation sce-

nario spanning from 2011 to 2021 using two equations for 
the expected value of health care expenditure. X as de-
scribed above estimates health cost per capita. The analysis 

starts at studying the behavior of X against another stable 
predictor based on known GDP per capita expenses and 

average expected inflation rates. Then, individual measures 
are contrasted as well as grouped into classes. Finally, the 
effects are computed and contrasted against expected val-

ues of the GDP-based model in order to contrast alternati-
ve histories of health care expense where lower costs 

can be understood as positive lagged responses [81]. 

 
 

Year Population 

2011 4592149.00 

2012 4652458,93 

2013 4713168,14 

2014 4773129,93 

2015 4832233,81 

2016 4890379,45 

2017 4947489,59 

2018 5003401,96 

2019 5058007,15 

2020 5111238,22 

2021 5163037,97 
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Deviation from GDP per capita estimates 

Let X1 be the initial value for annual per capita cost in the 

series given by the equation 

 (2) 

where R remain fixed for all future costs. Supposing that 

an annual inflation rate iF 

applies to all factors T1,P1 and M1 and no other market force 

changes their response, the value at year n of the variable 

factors becomes 

Tn = (1 + iF)n−1T1 (3) 

Pn = (1 + iF)n−1P1 (4) 

Mn = (1 + iF)n−1M1     (5) 

Correspondingly, 

 

 (6) 

Let 

(7) 

(8) 

(9) 

 (10) 

and then, after substituting Eqs. 7–9 into Eq. 6, Xn be-

comes 

Xn = [R · ((1 + iF)αnT 0 + (1 + iF)βnP 0 + (1 + iF)γnM0)]λ (11) 

 

For matters of simplicity, let π = max{α,β,γ} and W = 3 · 

max{T 0,P 0,M0} describe a case of equal (and, in this case, 

maximum) factor cost and factor lag. Then 

Xn ≤ (RW)λ · (1 + iF)(λπ)·n (12) 

indicates that in a worst case scenario, expenditure is 

driven by patient recurrence and factor cost increased expo-

nentially by disease severity multiplied by the compound 

interest rate powered by both factor lags and disease severi-

ty. 

In order to provide a fair comparison, another expendi-

ture estimator which agrees with data needs to be defined. 

Let B1 be the measurement for year one, only affected by 

national annual inflation rate iN. Then the estimator Bn be-

comes 

Bn = (1 + iN)n−1B1 (13) 

For the following analysis and without loss of generality 

∃n0|Bn < Xn,∀n > n0 is assumed. Then the ratio 

 (14) 

gives the difference ratio between both estimators. Back 

to theoretical considerations, it is reasonable for factor infla-

tion rates to be a fraction of national inflation rates, mostly 

due to the fact that the latter contribute to the former [82], 

thus iF < iN. If it is also the case that (1 + iF)
(λπ) < (1 + iN), then 

Xn/Bn → 0 asymptotically when n → ∞. It is not hard to see 

that most cases of interest fall into this trend. 

 

In the following analysis, the percentage difference n was 

calculated as 

 (15) 

Considering that, according with the previous discussion, 

the upper bound was found for a general case where equali-

ty holds, the value of Xn/Bn is actually lower, which reflects in 

the asymptotic behavior of n (Fig. 1). In order to ensure fur-

ther realism, final figures were scaled by population data. 

Effects of interventions 

 

Having calculated the percentage difference for Xn vs Bn, 

it is now necessary to estimate the effects of applying differ-

ent measures. First, total savings in health care expenditure 

were estimated 2. Data suggest preventive interventions 

related to nutrition (RIN) have the strongest expected effect 

in total and in time. When grouped into classes, the highest 

savings come from cultural (CLT) and structural (STR) inter-

ventions (Fig. 3). 

 

Finally, when all interventions are added in, savings in 

health care expenditure become evident (Fig. 4). In general, 
an interesting observation is that Y , the intervention-adjusted 

version of X, reaches a value in 2021 similar to that of 2017 
for the unadjusted estimate. Numerically, estimated accumu-

lated savings from all interventions in the period 2011-2021 
are over $6000M. 
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Figure 1: Behaviour of the percentage difference n. 

Figure 2: Savings for each individual intervention. 
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Figure 3: Savings for each class of intervention. 

Figure 4: Total savings in heath care expenditure. Y is the adjusted version of X by applying all proposed measures. 
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DISCUSSION 

 

The model presented in this paper, according to 

preliminary evaluation using a case scenario, seems to 

yield reasonable estimations that agree with macroe-

conomic variables. The results also suggest that the 

effect of R&D interventions can be captured appropri-

ately by power laws within an additive framework. 

If the results of the model are valid, then R&D inter-

ventions are critical for lowering actual health care ex-

penditures despite their initial development and scaling 

costs. The main cause of systemic inefficiencies is two

-fold: first, the lack of mechanisms leading to minimiza-

tion of error, early prognosis and increased information 

traffic lead to high degrees of repetition; and second, 

any improvements on disease severity have profound 

impacts, even more noticeable than any other interven-

tions. 

From the point of view of national finances, budget 

definition in relation to R&D is not an easy task when 

no decision mechanisms are available, in particular 

because of the inherent difficulty in foresight. Modeling, 

in more and better forms than the current one present-

ed in this paper, is central to anticipating possible ef-

fects based on numerically computing the expected 

consequences that interventions might have. This pre-

liminary exercise shows that R&D investments hold a 

very large, positive cost/benefit relation, one that trans-

lates (if well focused) into expenditure savings many 

orders of magnitude higher that the expenditure on 

R&D. 
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26. J. A. Zu´n ĩga-Vicente, C. Alonso-Borrego, F. J. 

Forcadell, J. I. Gal´an, Assessing the effect of 
public´ subsidies on firm r&d investment: a sur-
vey, Journal of Economic Surveys 28 (1) (2014) 
36–67. 

27. A. Chandra, J. S. Skinner, Technology growth 

and expenditure growth in health care, Tech. 
rep., National Bureau of Economic Research 
(2011). 

28. H. Uzawa, Production functions with constant 

elasticities of substitution, The Review of Eco-
nomic Studies (1962) 291–299. 

29. W. J. Baumol, On the proper cost tests for natu-

ral monopoly in a multiproduct industry, The 
American Economic Review (1977) 809–822. 

30. D. S. Evans, J. J. Heckman, A test for subaddi-

tivity of the cost function with an application to 
the bell system, The American Economic Re-
view (1984) 615–623. 

31. L.-F. Lee, M. M. Pitt, Microeconometric demand 

system with binding nonnegativity constraints: 
the dual approach, Econometrica: Journal of the 
Econometric Society (1986) 1237–1242. 

32. H. Moulin, On additive methods to share joint 

costs*, Japanese Economic Review 46 (4) 
(1995) 303–332. [33] H. Moulin, Axiomatic cost 
and surplus sharing, Handbook of social choice 
and welfare 1 (2002) 289–357. 

33. M. B. Reinsdorf, W. E. Diewert, C. Ehemann, 

Additive decompositions for fisher, tornqvist and 
geometric mean indexes, Journal of Economic 
and Social Measurement 28 (1/2) (2002) 51–62. 

34. R. J. Shiller, A distributed lag estimator derived 

from smoothness priors, Econometrica: journal 
of the Econometric Society (1973) 775–788. 

35. A. F. Osman, M. L. King, Exponential smoothing 

with regressors: Estimation and initialization, 
Model Assisted Statistics and Applications 10 (3) 
(2015) 253–263. 

36. J. Huang, R. E. Ulanowicz, Ecological network 

analysis for economic systems: Growth and de-
velopment and implications for sustainable de-
velopment, Model Assisted Statistics and Appli-
cations 9 (3). 

37. J. D. Fearon, Counterfactuals and hypothesis 

testing in political science, World politics 43 (02) 
(1991) 169–195. 

38. R. Cowan, D. Foray, Evolutionary economics 

and the counterfactual threat: on the nature and 
role of counterfactual history as an empirical tool 
in economics, Journal of Evolutionary Econom-
ics 12 (5) (2002) 539–562. 

39. A. Estrella, J. C. Fuhrer, Dynamic inconsisten-

cies: Counterfactual implications of a class of 
rationalexpectations models, American Econom-
ic Review (2002) 1013–1028. 

40. J. R. Langabeer II, J. Nagtalon-Ramos, C. Msn, 

J. Helton, et al., Health care operations manage-
ment, Jones & Bartlett Publishers, 2015. 

41. L. L. Hicks, Economics of health and medical 

care, Jones & Bartlett Publishers, 2014. 

42. M. Starr, L. Dominiak, A. Aizcorbe, Decompos-

ing growth in spending finds annual cost of treat-
ment contributed most to spending growth, 1980
–2006, Health Affairs 33 (5) (2014) 823–831. 

43. D. Grembowski, J. Schaefer, K. E. Johnson, H. 

Fischer, S. L. Moore, M. Tai-Seale, R. Ricciardi, 
J. R. Fraser, D. Miller, L. LeRoy, et al., A con-
ceptual model of the role of complexity in the 
care of patients with multiple chronic conditions, 
Medical care 52 (2014) S7–S14. 

44. T. R. Frieden, Six components necessary for 

effective public health program implementation, 
American journal of public health 104 (1) (2014) 
17–22. 

45. M. Heimeshoff, J. Schrey¨ogg, L. Kwietniewski, 

Cost and technical efficiency of physician prac-
tices: a stochastic frontier approach using panel 
data, Health care management science 17 (2) 
(2014) 150–161. 

46. K. O’Rourke, Pharmacy management and health 

economics outcomes, American health & drug 
benefits 7 (4) (2014) 237. 

47. P. R. Gibson, C. Vaizey, C. M. Black, R. 

Nicholls, A. R. Weston, P. Bampton, M. Spar-
row, I. C. Lawrance, W. S. Selby, J. M. Andrews, 
et al., Relationship between disease severity 
and quality of life and assessment of health care 
utilization and cost for ulcerative colitis in aus-
tralia: A cross-sectional, observational study, 
Journal of Crohn’s and Colitis 8 (7) (2014) 598–
606. 



60  

48. B. Stiller, T. Bocek, F. Hecht, G. Machado, P. 

Racz, M. Waldburger, Mobile Systems IV, Tech. 
rep., University of Zurich, Department of Infor-
matics (01 2010). [50] INEC, Proyeciones y Esti-
maciones (2015). 

49. URL http://www.inec.go.cr/Web/Home/

GeneradorPagina.aspx 

50. PAHO, Cinco estudios acerca del seguro social 

de Costa Rica, Tech. rep., Pan American Health 
Organization (2013). 

51. BCCR, Tipo de cambio (2015). 

52. URL http://www.inec.go.cr/Web/Home/

GeneradorPagina.aspx 

53. S. Solomon, P. Richmond, Power laws of 

wealth, market order volumes and market re-
turns, Physica A: Statistical Mechanics and its 
Applications 299 (1) (2001) 188–197. 

54. M. L. Goldstein, S. A. Morris, G. G. Yen, Prob-

lems with fitting to the power-law distribution, 
The European Physical Journal B-Condensed 
Matter and Complex Systems 41 (2) (2004) 255
–258. 

55. M. E. Newman, Power laws, pareto distributions 

and zipf’s law, Contemporary physics 46 (5) 
(2005) 323–351. 

56. E. P. White, B. J. Enquist, J. L. Green, On esti-

mating the exponent of power-law frequency 
distributions, Ecology 89 (4) (2008) 905–912. 

57. A. Clauset, C. R. Shalizi, M. E. Newman, Power-

law distributions in empirical data, SIAM review 
51 (4) (2009) 661–703. 

58. H. Bauke, Parameter estimation for power-law 

distributions by maximum likelihood methods, 
The European Physical Journal B 58 (2) (2007) 
167–173. 

59. J. Touboul, A. Destexhe, Power-law statistics 

and universal scaling in the absence of criticali-
ty, arXiv preprint arXiv:1503.08033. 

60. R. Guti´errez, J. P. Garrahan, I. Lesanovsky, 

Self-similar non-equilibrium dynamics of a many-
body system with power-law interactions, arXiv 
preprint arXiv:1507.02652. 

61. E. L. Geist, T. Parsons, Undersampling power-

law size distributions: effect on the assessment 
of extreme natural hazards, Natural Hazards 72 
(2) (2014) 565–595. 

62. M. Brzezinski, Relative risk aversion and power-

law distribution of macroeconomic disasters, 
Journal of Applied Econometrics 30 (1) (2015) 
170–175. 

63. S. C. Davies, E. Winpenny, S. Ball, T. Fowler, J. 

Rubin, E. Nolte, For debate: a new wave in pub-
lic health improvement, The Lancet 384 (9957) 
(2014) 1889–1895. 

64. L. Poissant, J. Pereira, R. Tamblyn, Y. Kawasu-

mi, The impact of electronic health records on 
time efficiency of physicians and nurses: a sys-
tematic review, Journal of the American Medical 

Informatics Association 12 (5) (2005) 505–516. 

65. K. R. Pelletier, A review and analysis of the clini-

cal-and cost-effectiveness studies of compre-
hensive health promotion and disease manage-
ment programs at the worksite: 1998-2000 up-
date, American Journal of Health Promotion 16 
(2) (2001) 107–116. 

66. S. Koch, M. Marschollek, K.-H. Wolf, M. Plisch-

ke, R. Haux, et al., On health-enabling and am-
bientassistive technologies, Methods Inf Med 48 
(1) (2009) 29–37. 

67. M. A. Koopmanschap, F. F. Rutten, B. M. van 

Ineveld, L. Van Roijen, The friction cost method 
for measuring indirect costs of disease, Journal 
of health economics 14 (2) (1995) 171–189. 

68. S. R. Tunis, D. B. Stryer, C. M. Clancy, Practical 

clinical trials: increasing the value of clinical re-
search for decision making in clinical and health 
policy, Jama 290 (12) (2003) 1624–1632. 

69. B. M. Reilly, A. T. Evans, Translating clinical 

research into clinical practice: impact of using 
prediction rules to make decisions, Annals of 
internal medicine 144 (3) (2006) 201–209. 

70. A. Lymberis, Smart wearables for remote health 

monitoring, from prevention to rehabilitation: 
current r&d, future challenges, in: Information 
Technology Applications in Biomedicine, 2003. 
4th International IEEE EMBS Special Topic Con-
ference on, IEEE, 2003, pp. 272–275. 

71. A. Pantelopoulos, N. G. Bourbakis, A survey on 

wearable sensor-based systems for health moni-
toring and prognosis, Systems, Man, and Cyber-
netics, Part C: Applications and Reviews, IEEE 
Transactions on 40 (1) (2010) 1–12. 

72. B. Mittelstadt, N. Fairweather, N. McBride, M. 

Shaw, Ethical issues of personal health monitor-
ing: A literature review, in: ETHICOMP 2011 
Conference Proceedings. Presented at the 
ETHICOMP, 2011. 

73. B. Kayyali, D. Knott, S. Van Kuiken, The big-

data revolution in us health care: Accelerating 
value and innovation, Mc Kinsey & Company. 

74. D. Sanderson, C. Earnshaw, Computer predic-

tion of possible toxic action from chemical struc-
ture; the derek system, Human & experimental 
toxicology 10 (4) (1991) 261–273. 

75. J. Ridings, M. Barratt, R. Cary, C. Earnshaw, C. 

Eggington, M. Ellis, P. Judson, J. Langowski, C. 
Marchant, M. Payne, et al., Computer prediction 
of possible toxic action from chemical structure: 
an update on the derek system, Toxicology 106 
(1) (1996) 267–279. 

76. J. R. Spina, P. A. Glassman, P. Belperio, R. 

Cader, S. Asch, P. C. I. G. of the VA Los Ange-
les Healthcare System, et al., Clinical relevance 
of automated drug alerts from the perspective of 
medical providers, American Journal of Medical 
Quality 20 (1) (2005) 7–14. 

 



61  

77. L. Dayer, S. Heldenbrand, P. Anderson, P. O. 

Gubbins, B. C. Martin, Smartphone medication 
adherence apps: potential benefits to patients 
and providers, Journal of the American Pharma-
cists Association: JAPhA 53 (2) (2013) 172. 

78. L. Hebden, A. Cook, H. P. van der Ploeg, M. 

Allman-Farinelli, Development of smartphone 
applications for nutrition and physical activity 
behavior change, JMIR research protocols 1 (2). 

79. J. F. Cohen, J.-M. Bancilhon, S. Sergay, An 

empirical study of patient willingness to use self-
service technologies in the healthcare context, 
Handbook of Research on ICTs and Manage-
ment Systems for Improving Efficiency in 
Healthcare and Social Care (2013) 378. 

80. A. G. Logan, Transforming hypertension man-

agement using mobile health technology for 
telemonitoring and self-care support, Canadian 
Journal of Cardiology 29 (5) (2013) 579–585. 

81. A. Phillips, Stabilisation policy and the time-

forms of lagged responses, The Economic Jour-
nal (1957) 265–277. 

82. L. Danziger, Inflation, fixed cost of price adjust-

ment, and measurement of relative-price varia-
bility: Theory and evidence, The American Eco-
nomic Review (1987) 704–713. 

 

CORRESPONDENCIA: 

Santiago Núñez-Corrales  

Email: nunezco2@illinois.edu 

 

 

 

 


