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I.	 Introduction

In Computer Accessibility, researchers keep on investigating new and 
assistive technologies for the people who suffer from disabilities. These 

technologies consist of devices and software that are intended to benefit 
the people who suffer from disabilities. Moreover these technologies 
may help users in performing tasks with much larger efficiency which in 
turn will help in increasing their quality of life.  According to an estimate 
of World Health Organization (WHO) in 2019, there are about 466 
million people who suffer from hearing loss [1]. In 2005, the number of 
deaf people was 278 million [2]. In around 15 years, there is a significant 
rise in the number of people having hearing problems. 

Deaf people use numerous methods for communication purpose. 
One of these methods include Sign Languages that are made up of 
movements of the hands, torso, arms, head, facial expressions and 
eyes. Sign Language is a hand gesture language which is most common 
among the deaf people to be used as way of expressing their feelings, 
thoughts, and knowledge in the place of verbal communication. 
According to [3], there are more than 100 sign languages. Moreover, 
there is no a unified way of writing sign languages, being SignWriting 
a proposal on which some research work has been developed [4]. 
American Sign Language (ASL) is one of the most commonly used 
sign languages throughout the U.S. and Canada and also including 
Southeast Asia and West Africa. According to an estimate in [5], there 
are about 250,000–500,000 deaf people who rely on using American 
Sign Language (ASL). ASL fingerspelling consists of 36 signs and is 
also the sixth most used sign language in US. 

There are many works on gesture recognition for different purposes, 
some focusing on the whole body [6] while others focusing on a specific 
part as eyes [7] or hands [8]. Despite of the vast number of research 
works that have been published, there have been several limitations. 
Some of the limitations include: (1) many of the previous methods 
make use of add on devices, (2) most of the previous methods are based 
on getting more speed than getting a higher recognition rate, (3) most of 
the previous methods still make use of traditional learning algorithms 
that are based on feature extraction which requires high computation 
[9]. Gesture recognition can be classified into two different categories. 
The first one is electromagnetic gloves and sensors based detection and 
the other is Computer Vision based. The electromagnetic gloves and 
sensor based technique is very expensive and is not suitable for real life 
purposes [10]. On the other hand, the Computer Vision based technique 
can be further divided into Static Gesture Recognition and Dynamic 
Gesture Recognition. There are many challenges in the area of hand 
gesture recognition such as (1) feature extraction (2) variation in hand 
size, (3) hand partial occlusion.

In recent years, the field of deep learning is under rapid 
development. Particularly, Convolutional Neural Networks (CNN) are 
able to achieve far more effective results related to the field of Image 
Classification, Natural Language Processing, etc. With increasing 
popularity of CNN, many new CNN Models such as GoogLeNet [11], 
VGG16, VGG19 [12], and Inception V3 [13] have emerged and were 
able to achieve significant results in ImageNet Large-scale Visual 
Recognition Challenge (ILSVRC).

As these CNN models became more popular, a concept termed as 
Transfer Learning gained reputation. Transfer Learning is the transfer 
of parameters of a previously trained model to help the training of 
another model. The main advantage of Transfer Learning is to avoid 
the overfitting of models and also to reduce the time taken to train a 
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model. With the help of Transfer Learning, the model can be more easily 
converged. There are a huge number of research results that helped in 
confirming the performance of models trained with the help of Transfer 
Learning. For example, GoogLeNet Model which was pre-trained with 
ImageNet image library can be used to predict diabetic retinopathy [14].

The main contribution of this paper is to propose a Neural Network 
that will help in increasing the recognition rate on American Sign 
Language Dataset. The main focus of this paper is on Static Gesture 
Recognition based techniques. Presently, Static Gesture Recognition 
disadvantages include non-robust and inaccurate recognition under 
abrupt lightning changes and complex background. Inaccurate Gesture 
Segmentation in turn affects the accuracy of gesture classifications 
[15]. The proposed algorithm uses Transfer Learning, which not only 
helps in eliminating the need of feature extraction but also helps in 
reducing the computational power required to obtain a higher accuracy 
for Sign Recognition.

The rest of the paper is organized as follows. Section II describes 
the Related Work. Section III explains the proposed Work. Section IV 
describes the research methodology. Section V explains the results and 
comparative analysis. Section VI includes the conclusion.

II.	 Related Work

Pugeault and Bowden (2011) [16] used a Microsoft Kinect for the 
collection of Intensity and Depth Images of American Sign Language 
(ASL) 24 letters (except J and Z). On this dataset the authors used 
OpenNI + NITE framework for gesture detection and tracking. For 
extraction of features, the authors used a set of Gabor filters and then 
the classification was done using Random Decision Forest. The paper 
concluded that the average recognition rate is 73% when only Intensity 
Images were considered and 69% when only Depth Images were 
considered. The combined recognition rate is 75%.

Estrela et al. (2013) [17] proposed a framework on the basis of 
bag of features in combination with Partial Least squares (PLS).The 
authors split the experiment into two groups and computed results on 
the basis of ASL dataset. In the first group, the experiments compared 
Support vector Machine (SVM) classifiers and Partial Least Squares 
(PLS) classifiers. The accuracy achieved in the first experiment of the 
PLS and SVM classifiers is 66.27% and 62.85%, respectively. In the 
second experiment, BASE and SIFT feature descriptors are appraised. 
BASE feature extractor runs faster and consumed less memory while 
the SIFT feature extractor achieves a better accuracy. The accuracy 
with PLS is 71.51% and with SVM is 65.55%, respectively.

Chuan et al. (2014) [18] used a 3D motion sensor based system 
for implementing American Sign Language Recognition (ASL). 
The authors applied KNN and SVM for classification of 26 letters 
on the basis of features derived from the sensory data. According to 
the experiments, the result shows that the highest rate for average 
classification is 72.78% and 79.83% which was achieved by k-Nearest 
Neighbour (KNN) and Support Vector Machine (SVM) respectively. 
Rioux-Maldague and Giguère (2014) [19] presented a novel feature 
extraction technique which uses both the depth and intensity image 
that were captured from a Microsoft KnectTMsensor. Then, the authors 
used a Deep Belief Network on an American Sign Language dataset.

Ameen and Vadera (2017) [20] developed a CNN aimed for the 
classification of both the colour and depth Images. The CNN was 
applied to American Sign Language (ASL) database. The authors were 
able to achieve a precision equivalent to 82% and recall of 80%. Xie 
et al. (2018) [15] proposed a RGB-D Static Gesture Recognition based 
method using a fine-tuned Inception V3. In comparison to a traditional 
CNN, the authors adapted a two stage training strategy. The authors 
compared the proposed model with traditional methods and other CNN 
model. The highest accuracy authors were able to reach was 91.35%.

Dai et al. (2017) [21] proposed a SmartWatch-based American 
Sign Language (ASL) recognition system. The purpose of this system 
was to be more portable, comfortable and user friendly. The proposed 
system was designed such that each individual Sign having its own 
motion pattern can be transformed into accelerometer and gyroscope 
signals. In the next steps, these signals are analysed with the help 
of a Long-Short Term Memory Recurrent Neural Network (LSTM-
RNN) trained with Connectionist Temporal Classification (CTC). 
Islam et al. [10] proposed a novel “K convex hull” method which is 
the combination of K curvature and convex hull algorithms. The “K 
convex hull” method developed is able to detect fingertip with high 
accuracy. In this paper, the system gathers ASL gesture images with 
black background and extracts mainly five features that are fingertip 
finder, pixel segmentation, elongatedness, eccentricity and rotation. 

Tao et al. (2018) [22] proposed a Convolutional Neural Network 
(CNN) along with inference fusion and multiview augmentation. This 
method uses depth images captured by Microsoft Kinect. Chong and 
Lee (2018) [23] developed a prototype with the help of a Leap Motion 
controller (LMC). This study focussed on full ASL recognition i.e. all 
the 26 letters and 10 digits. The recognition rate for 26 letters with 
the help of Support Vector Machine (SVM) and Deep Neural Network 
(DNN) was 80.3% and 93.81% and for the Combination of 26 letters 
and 10 digits was 72.79% and 88.79%, respectively.

Lim et al. (2019) [24] proposed a two phase recognition system. The 
two main phases comprises of hand tracking and hand representation.  
In the first phase, the hand tracing is performed with the help of 
particle filter. And in the second phase, a compact hand representation 
is computed by averaging the segmented hand regions. 

Hou et al. (2019) [25] proposed a smartwatch based Sign recognition 
system termed as SignSpeaker. SignSpeaker was developed by using a 
smartwatch and a smartphone. The average recognition rate achieved 
was 99.2% and 99.5%.

III.	Proposed Work

A.	VGG19 Model
The VGG Network was introduced by Simonyan and Zisserman in 

[12]. This network only uses 3x3 convolutional layers stacked on the 
top of each other in increasing depth. On the top of that a max pooling 
layer is introduced which handles the reducing of volume size. Max-
pooling is performed over a 2 × 2 pixel window. After Max-Pooling, the 
Model consists of three Fully-Connected Layers (FC Layers): the initial 
two layers both consist of 4,096 Nodes while the third layer is used to 
perform 1000-way ILSVRC classification and therefore consists of 1000 
channels (one for each class). Finally a soft-max layer is introduced.

All the hidden layer in the VGG19 Model are equipped with 
rectification (ReLU) [26]. The general architecture of a VGG19 Model 
is shown in Fig. 1.

Fig. 1. VGG19 Model Architecture.
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B.	VGG19 Model Fine Tuning
The original model is pre-trained for the classification of 1000 

classes. Since the number of classification classes are inconsistent for 
the experiment, the authors removed the topmost layer of the model and 
re-established a new fully connection layer of 24 classes for carrying 
out the experiment. For Fine-Tuning the model, i.e. for obtaining the 
appropriate top layer weights, all the other layer of the model are 
frozen and the model is trained for multiple rounds on the ASL Dataset. 
After training the model for a significant number of epochs, the model 
weights were saved. In the second stage, the authors did not trained the 
complete model due to the presence of relatively less data. Training 
the complete model will lead to overfitting. Hence, the authors adapt 
a strategy by freezing the first 16 layers of the model and training the 
rest of the model. For this stage, the authors used a low learning rate 
Stochastic Gradient Descent (SGD) and the model is trained.

C.	Concatenation
The authors used the above strategy to develop two different 

VGG19 models namely VGG19-v1 and VGG19-v2. VGG19-v1 was 
trained by using only the RGB Images and similarly VGG19-v2 was 
trained only using the Depth Images. 

On analysing the past researches on Static Gesture Recognition, 
there was a need to merge depth-information and colour information 
together for obtaining high accuracy and recognition rates. Thus, the 
authors combined the results of both VGG19-v1 and VGG19-v2, as 
shown in Fig. 2.

Fig. 2. Proposed Model.

IV.	Methodology

A.	Dataset
In this research, the ASL dataset published by Pugeault and 

Bowden in 2011 [16] is used. The dataset provides 24 (except y and 
z) English letter images in the form of gesture expressions. The ASL 
dataset is recorded by 5 different persons with the help of Kinect, with 
non-identical lightning conditions and background conditions. In the 
ASL dataset, there are approximately ~500 non identical Hand Gesture 
Images which correspond to each alphabet. Hence the dataset contains 
approximately 60,000 images for colour and depth. Fig. 3 shows some 
images from the dataset.

B.	Data Augmentation
For Data Augmentation, the authors used a data enhancement tool 

known as ImageDataGenerator provided by Keras framework. In this 
tool, the authors set different parameters like roation_range, height_
shift_range, Width_shift_range, ZCA_whitening etc. for implementing 
data augmentation. The transformation helped in increasing the amount 
of data and also in preventing overfitting.

C.	Model Training
The Model proposed in Section III is trained using the ASL 

Dataset. Both the models i.e. VGG19-v1 and VGG-v2 are trained 
using the RGB and RGB-D images as proposed. Both the models are 
trained using the two stage strategy adopted by the authors and the 
final weights of the model were saved. For avoiding the overfitting 
of the models, the authors used Early Stopping method in the training 
process. Early Stopping is the method that monitors model for stopping 
the training process. With the help of Early Stopping, the authors 
monitor the accuracy of Validation Set i.e. Validation Accuracy. If the 
validation accuracy falls to a certain level, the Early Stopping process 
stops the training of the model after some consecutive epochs.

Now, as the training data consist of both Intensity and Depth images, 
the authors implemented feature concatenation. Both the Intensity and 
Depth images are provided as input to the fine-tuned VGG-19 model 
and then a concatenate function is set just before the topmost soft-max 
layer and then the soft-max layer is used for classification.

Fig. 3. ASL Dataset (a) RGB Images (b) Depth Images.
(a) (b)
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V.	 Result and Discussion

A.	Dataset Processing

1.	  Data Preprocessing
After carefully studying the dataset, the researchers found out that 

there are some unusual patterns in the dataset. In some folder there are 
unequal distribution of colour and depth images. To solve the issue, 
the researchers carefully removed the depth images that are different 
and do not correspond to any colour image. Since this research uses 
the VGG19 Model with an input image dimensions of 299 x 299 x 3, 
the researchers converted the single channel depth images to 3-channel 
images in which 1 channel preserves the original depth information 
and the remaining two channels are set to 0.

2.	  Augmentation
As the amount of data present in the original dataset is not very 

large, there was a need to perform Data Augmentation for the Dataset. 
Data Augmentation is defined as the way of creating new data which 
will have different orientations. Data Augmentation has two benefits 
which are as follows:
1.	 Data Augmentation helps in preventing overfitting.
2.	 Data Augmentation gives the ability to generate new data from 

limited data.

3.	  Final Dataset
After all the phases of cleaning and pre-processing through which 

the Dataset is passed, the Dataset was converted into two different 
subsets: Intensity and Depth. Both of these Subsets are divided into 3 
categories namely Training Set, Validation Set and Test Set.

Training Set is the Set on which the model will be trained to 
recognize the ASL. Training Set contains approximately ~46000 
Images. Validation Set is defined as the Set which will validate that 
whether the model trained using the Training Set is accurate or not. 
Test Set is the unseen Data that is used on the well trained model to 
predict the accuracy and performance of the model. Both the Validation 
Set and the Test Set contain approximately ~9000 Images. Fig. 4 shows 
the distribution of Images among the different sets.

Fig. 4. Train, Test and Validation Split.

B.	Tools
In this research, the authors performed comparative experiments. 

The proposed model is compared with deep learning algorithms and 
advanced machine learning algorithms. For ensuring the fairness of 
the experiment, all the models used the same dataset proposed in 
section III.C. The operating system which was used by the authors for 
the experiment was Ubuntu 18 and the GPU is Tesla K80. For CNN 
implementation, Keras framework is used with tensor flow as backend. 
Keras is an open-source library on neural network which is written in 
python.

C.	Experimental Analysis
The experiments were performed on the ASL dataset. The Model 

was trained with the help of approximately ~46000 Intensity and 
~46000 Depth Images and is tested on approximately ~9000 Intensity 
and ~9000 Depth Images. The average accuracy obtained by the authors 
is about 95.29% on the Training Set and about 94.80% on the Test Set. 
For evaluation of the performance of the proposed model, the authors 
proposed a Confusion Matrix on the basis of the Test Set Results for the 
combined Model. Fig. 5 shows the proposed Confusion Matrix.
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Fig. 5. Confusion Matrix. 

D.	Comparitive Analysis
The authors compared the results of the proposed model with 

results of the methods SIFT+PLS, H3DF+SVM and Gabor + RDF 
that were introduced in Section II. Table I and Fig. 6 represent the 
Accuracy Comparison. All these algorithms are not implemented by 
the author, the accuracy of these models is compared with the proposed 
model’s accuracy. Apart from these traditional methods, the authors 
also directly tested other CNN algorithms such as VGG16, VGG19, 
CaffeNet and Inception V3 without performing any Fine Tuning. Table 
II and Fig. 7 represent the Comparison between their Accuracy. It can 
be seen from the results that the model proposed in this paper has the 
highest accuracy among all the models.

Fig. 6. Traditional Models vs. Proposed Model.
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Fig. 7. CNN Models vs Proposed Model.

VI.	Conclusion

CNN is currently a powerful artificial intelligence tool that can 
recognise patterns with high accuracy. In this paper, the authors 
proposed a fine-tuned VGG19 Model for implementing static gesture 
recognition. The VGG19 Model was fine-tuned using a two-stage 
process. In the first stage, all the layers of the model were frozen except 
the last layer and the model was trained on multiple rounds of ASL 
Dataset. In the Second stage, only the initial 16 layers of the model 
were frozen and rest of layers were trained on multiple rounds with 
low rate SGD due to presence of relatively less data. In comparison 
with other methods, many of which rely on Features Extraction, the 
proposed method can easily automate that task for classification. The 
proposed model is tested on ASL dataset and the recognition rate 
attained is 94.8%.

In addition, the authors did a comparative study with other 
models and on comparison it was determined that the proposed model 
outperforms certain traditional machine learning methods namely 
Gabor+RDF, SIFT+PLS and H3DF+SVM. Moreover, the model was 
compared with different CNN models such as VGG16, CaffeNet, 
VGG19 and Inception V3 without fine-tuning. The maximum 
recognition rate among these four models was 88.15% with is much 
lower than the recognition rate 94.8% of the proposed model. For 
future work, the authors will continue the research in the field of 
Computer Vision and for optimizing Neural Networks for complex 
gesture Recognition.
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