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Abstract. With the development and application of algorithms as catalysts, the changing modes of information production, dissemination, 
and consumption have also given rise to a myriad of serious ethical challenges. This study employs a multi-case approach and semi-
structured in-depth interviews to examine three prominent international information technology companies, namely, Meta, Sina, and 
Byte Dance. By investigating the utilization of algorithms in content creation and distribution and adopting an epistemic, ethical 
framework, this paper analyzes the phenomenon of information cocooning resulting from inconclusive algorithmic evidence, the 
presence of algorithmic black boxes stemming from inscrutable evidence, and the issue of algorithmic bias caused by misguided 
evidence. Consequently, this paper proposes three fundamental ethical principles for algorithmic systems: certainty, interpretability, 
and reliability.
Keywords: algorithm bias; algorithmic black box; algorithmic ethics; information cocoon; interpretability.

[es] Consideraciones ético-epistémicas en la comunicación inteligente: El rol de los algoritmos

Resumen. El desarrollo y la aplicación de los algoritmos ha traído consigo notables transformaciones en los modos de producción, 
difusión y consumo de información al igual que desafíos éticos de gran calado. Este estudio utiliza el estudio de casos múltiples y 
entrevistas en profundidad semi-estructuradas para examinar tres empresas internacionales de tecnología de la información: Meta, 
Sina y Byte Dance. Desde un marco ético-epistémico analizamos el fenómeno del aislamiento informativo resultante de pruebas 
algorítmicas inconclusas, la presencia de cajas negras algorítmicas derivadas de pruebas incomprensibles, y el problema del sesgo 
algorítmico causado por pruebas equivocadas. En consecuencia, este artículo propone tres principios éticos fundamentales para los 
sistemas algorítmicos: certeza, interpretabilidad y confiabilidad.
Palabras clave: aislamiento informativo; caja negra del algoritmo; ética algorítmica; explicabilidad; sesgos algorítmicos.
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1. Introduction

Artificial intelligence has profoundly altered the way 
we produce and disseminate the news. Algorithms 
and big data represented by deep learning and its 
derivative technologies have transformed information 
exchange and the public opinion ecology for 
individuals, societies, countries, and the world. On 
this basis, the concept of ‘intelligent communication’ 
has emerged.

Intelligent communication is built upon 
developments and breakthroughs in new energy, 
artificial intelligence (AI), big data, the Internet of 
things, robotics, and other technologies. It involves the 
placement of machines as nodes replacing traditional 
production factors, such as manpower, technology, 

and equipment, with the Internet of things and data 
streams. Guided by users and markets, intelligent 
technology is used to determine the direction of 
content production, distribution, marketing, and 
integrated decision-making in the communication 
model (Meng, 2018).

Solving problems with the help of algorithms 
has become a preferable option, as it circumvents 
human cognitive limitations and executive ability. 
Concomitantly, the problems of algorithms and their 
impacts on the public are also projected into current 
production and the lives of individuals, raising 
significant ethical questions. Therefore, this paper 
attempts to identify the possible risks produced by the 
development and application of algorithms in content 
production and distribution. As such, several multi-
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case studies and semi-structured in-depth interviews 
were conducted to gain insight into the ethical issues 
associated with the risks of algorithms and address 
the algorithm trust crisis.

2. Literature review

Algorithmic ethics is a new interdisciplinary topic 
related to information, technology, and humans in the 
era of intelligent communication. However, current 
research on this topic is limited, unsystematic, and 
fragmented between disciplines, with no clear way 
to unify interdisciplinary research within a holistic 
framework (Mulvenna et al., 2017). Furthermore, 
questions regarding what can be understood as proper 
AI and what kind(s) of algorithms can truly produce 
a flourishing future for humans in a broad sense are 
difficult to answer (Acemoglu & Restrepo, 2020).

Initially considered a mathematical concept, 
algorithms were introduced into computer science 
in the middle of the last century under the influence 
of production practices. They are currently being 
further integrated into various areas. The etymology 
of the word algorithm can be traced back to the name 
of the Arab mathematician Mohammed ibn Musa al-
Khwarizmi (Bagdad, 780?, 850) (Zhang, 2021, p. 3). 
The earliest use of the word ‘algorithm’ appeared in 
Spain in the 12th century. Unlike general algebraic 
formulas, an algorithm, as an abstract mathematical 
structure, is characterized by the irreversibility of 
assignment or instruction (Miyazaki, 2012). 

Along with the birth of computers, the term was 
introduced into computational science. At present, 
algorithms are widely used in various production 
fields. Different disciplines have developed their own 
understanding of the concept, which has multiple 
meanings (e.g., mathematical, productive, social, 
and philosophical). Existing algorithms have been 
designed to follow statistical thinking (Mullainathan 
& Spiess, 2017). However, in terms of specific 
conceptual definitions, a consensus on the definition 
of the term has yet to be achieved. In the academic 
domain, different disciplines have divergent 
algorithmic perceptions and properties.

In production and real life, various types of groups 
have different perceptions and understandings of 
algorithms. The ambiguity of the concept also hinders 
further exploration of algorithms and their risks. 
This paper regards an algorithm as a comprehensive 
and integrated concept in the sense of mathematics, 
computer science, and production. We explore the 
ethical concerns, risks and possible hidden dangers 
arising for humans and society when algorithms 
applying statistical models are employed as the basic 
mathematical logic, as computer thinking models, 
and the practical outcomes for news production and 
dissemination.

Previous studies on algorithm risk highlighted 
six major issues: information cocooning, the black 

box effect, algorithm bias, algorithm discrimination, 
the digital divide, and infringement on the right to 
information. Computer science studies typically 
discuss the technical causes of problems in terms 
of model optimization, thereby exploring only the 
technical solutions (Calders et al., 2009; Hajian et al., 
2016; Mittelstadt et al., 2019; Sun et al., 2019). Social 
disciplines, such as journalism and communication 
on the other hand, focus on specific risks caused by 
algorithm use in social practices (i.e., news production 
and dissemination), analyze the manifestations and 
potential harms, and conduct inquiries applying 
ethical and philosophical frameworks (Schermer, 
2011; Jalonen, 2012; Macnish, 2012; Barocas, 2014; 
Baldini et al., 2018).

Current algorithm research within applied 
ethics mainly focuses on empirical investigations 
of the demonstration phenomenon and speculative 
discussions regarding such investigations, including 
ethical anomie and discussions surrounding AI norms 
based on these phenomena. Brent Daniel Mittelstadt 
(2016) proposed a conceptual map classification 
method, identifying six issues related to algorithm 
design logic. This conceptual map suggests three 
ethical dimensions based on the process of algorithm 
application: epistemic ethics, normative ethics, and 
algorithm traceability. These three ethical dimensions 
are further subdivided into six categories. Epistemic 
ethics, which corresponds to the machine learning 
stage, is the first stage of algorithm development and 
application. It is related to the following three types 
of ethical concerns: 1) inconclusive evidence, which 
leads to unjustified actions due to the uncertainty of 
algorithmic logic based on probability; 2) inscrutable 
evidence, which leads to algorithmic opacity, along 
with unrecognizable algorithm models; and 3) 
misguided evidence, which leads to algorithm bias 
caused by the poor-quality data that machine learning 
models rely on. 

This conceptual map effectively encompasses the 
issues related to algorithms within AI technology 
applications and provides a theoretical tool 
for organizing and summarizing the broad and 
fragmented academic debates surrounding algorithm 
technologies, issues, and ethics. However, room for 
further refinement of this research topic remains. 
This theoretical framework and its verification are 
based on the discursive framework and technological 
practices of the Western world. A study on the 
WeChat platform showed that China’s technological 
practices are different from the Western model of 
internet platforms adopted by media platforms such 
as Google and Meta (formerly known as Facebook) 
(Plantin & De Seta, 2019). The present study seeks 
to develop an ethical reflection grounded in the 
academic literature rather than first-hand data from 
field work. Furthermore, it has been five years since 
the publication of this study (Platin & De Seta, 
2019), during which time algorithm technology has 
undergone continuous development, such that further 
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validating the reliability and precision of this concept 
map in both Chinese and Western contexts becomes 
imperative. 

This paper aims to analyze the practical risks 
presented by algorithm application in news content 
production and communication, and to reshape 
perceptions regarding algorithm ethics associated 
with algorithm use in intelligent communication by 
studying the causes of these risks. 

3. Method

In this paper, we use a multiple-case study approach 
to analyze the algorithm applications and issues of 
three large tech companies involved in intelligent 
communication. The three selected cases were chosen 
following theoretical sampling. Compared with 
random sampling, theoretical sampling selects cases 
that are more suitable for elucidating and extending 
the relationships and logic between structures 
(Eisenhardt & Graebner, 2007).

To reduce omissions in the identification of 
ethical issues and to test the scientific validity of the 
conceptual map proposed by Mittelstadt et al. (2016), 
a semi-structured in-depth interview involving 
fourteen practitioners from ten companies that 
apply algorithmic technologies for production was 
conducted.

4. Epistemic ethical concerns of algorithms

4.1 Inconclusive evidence of algorithms

The algorithms currently used in content production 
and dissemination mainly rely on supervised 
machine learning, in which «software programs take 
as input training data sets and estimate or ‘learn’ 
parameters that can be used to make predictions 
on new data» (Athey, 2017, p. 483). This is the 
principle of algorithmic decision-making. Following 
this principle, algorithmic programs sift through 
a large number of variables in the dataset to find 
the combination of variables with the highest 
reliability for predicting outcomes. To predict 
reliable outcomes, the dataset used for training is 
always large, with extremely diverse, complex, and 
even jumbled content. Notably, to obtain results 
from big data, we need to use reliable algorithms 
as information bridges. However, algorithms can 
‘overfit’ the prediction to spurious correlations within 
the data, and multicollinearity correlation predictors 
may produce unstable estimates. Any of these factors 
can yield overly optimistic readings of the model’s 
accuracy and exaggerate real-world performance 
(Obermeyer & Emanuel, 2016). As such, pure 
predictions, which rely on big data and probabilistic 
calculations, present inherent limitations.

Mittelstadt et al. (2016) used the term ‘inconclusive 
evidence of algorithm’ to describe this kind of 
limitation. When the algorithm draws conclusions 
from the data obtained by inferential statistics 
or machine learning, it will inevitably produce 
inconclusive knowledge. Although the process of 
algorithmic decision-making is based on accurate 
calculations, algorithmic decision-making and data 
mining rely on correlations between data. The final 
result is formulated according to the probability of 
correlation. Therefore, the result of this calculation 
relies heavily on probabilities but is not necessarily 
precise.

4.1.1 Algorithm risks caused by inconclusive 
evidence

When tech companies use algorithms for content 
distribution, they usually determine the social 
identities of various subjects. They precisely target 
information at specific user profiles, wherein the 
non-deterministic nature of algorithms leads to a 
high degree of information homogeneity for specific 
users, ultimately ‘encasing’ them in an invisible 
cocoon generated by their personal data. This 
phenomenon called the ‘information cocoon’, is 
often referred to as the ‘filter bubble’. The recurrence 
of extreme information can affect user perceptions of 
the world. Among the cases selected for this paper, 
two companies have generated information cocoons 
in the process of content production and distribution. 

In Case 1 (Byte Dance - 2017), the client of Today’s 
Headlines replaced the gatekeeper in the traditional 
content distribution process with personalized 
recommendations. This change increased the 
concentration of the same or similar content received 
by users, causing them to reinforce their inherent 
biases and preferences through constant repetition 
and self-verification, leading to a self-produced 
cocoon, or ‘information island’. In Case 2 (Meta - 
2017–2021), even after knowing that without human 
intervention the platform’s recommendation system 
would lead to increasingly homogeneous information 
received by the same user, Facebook still allowed 
the system to recommend content to users solely 
through its algorithm. As a result, the concentration 
of homogeneous information reached a point where 
users felt their worldview was distorted. 

The information consumption model of 
information cocoons has two characteristics. The first 
is the highly homogenous information that results, 
leading to a homogenization of cognitive content 
(Case 1: Byte Dance - 2017) and a homeostatic 
repetition of cognitive approaches (Case 2: Meta 
- 2017–2021). Homogenization is a major driver 
of content proliferation in this space. The second 
characteristic of the information consumption model 
of the information cocoon is the intense polarization 
of perspectives (Del Vicario et al., 2016), which 
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manifests as a radical, unidirectional emotional 
vector (Case 2: Meta - 2017–2021).

In terms of cases, there are two reasons for the 
emergence of information cocoons. The first is 
technical, that is, the role of the algorithm itself. 
Case 2 (Meta - 2017–2021) shows that once human 
intervention is lost, homogenized information will 
follow a certain law to keep spreading. The creation of 
information cocoons also reflects institutional factors 
of the platform. Both Case 1 (Byte Dance - 2017) and 
Case 2 (Meta - 2017–2021) demonstrate the influence 
of the platform’s inaction or intentional behavior 
towards the formation of information cocoons.

When information cocooning affects particular, 
sensitive issues, it can lead to further negative 
outcomes. Selective exposure to content is the 
main driver of content diffusion. The presence of 
the echo chamber effect reinforces users’ exposure 
to homogeneous content, which, in turn, reinforces 
the effect of rumor propagation (Del Vicario et al., 
2016). Echo chambers are significant determinants of 
information exchange relationships. The reputation 
of the information publisher has a clear impact 
on information dissemination in echo chambers 
(Malkamäki et al., 2021). Science and policy can 
better control outbreaks by addressing sources 
of uncertainty and missing data (Taylor, 2020). 
Government agencies, as representatives of public 
power and authority, should play a key role in rumor 
confirmation and disinformation efforts to avoid the 
further spread of undesirable information.

4.1.2 Two dimensions of inconclusive evidence 
limitations

The limitations of inconclusive evidence have 
two dimensions. The first is related to algorithm 
dependence on statistical thinking. Statistical 
thinking follows a basic law – more predictors 
than observations (Mullainathan & Spiess, 2017). 
Regardless of how complex the dataset is, it is only 
a group of samples drawn from the real world. 
According to the calculation logic of statistics, the 
samples can only be infinitely close to the population 
but never completely equal to it. In semi-structured 
in-depth interviews, one of our interviewees working 
in a tech company focusing on content production 
and distribution described the impact of dataset 
quality problems on modeling quality: 

Taking my field of work as an example, its technical 
defect may be that it is relatively dependent on data. 
However, it is difficult for us to exhaust the data when 
establishing the database. For example, we need to do 
this vectorization and 3D semantic modeling. If this 
modeling is data-driven, it needs a very large model 
library for support. However, there are too many things 
in the real world, and the model library cannot exhaust 
everything, which will greatly impact the final effect 
(Interviewee 07, F. Gill).

The second limitation reflects the dependence 
of the algorithm on data processing. Given that the 
output can never exceed the initial input, algorithm 
information processing is always limited by the 
original data it is learning from. As such, its reliability 
can only be equal to or less than the original data’s 
reliability. The conclusion of an algorithmic decision 
may be predictive of the outcome, but it can never be 
completely predictive. Probability-based calculations 
yield correlations, not causality. Correlation can 
indicate whether there is a statistically significant 
connection between variables, i.e., how likely things 
are to be related, but it does not represent a direct 
causal relationship. In other words, the algorithm 
does not conclusively connect things with a solid line. 
The determination of causality requires mathematical 
calculations more complex than those statistics can 
realize. At the same time, when predictive analysis of 
things is required, the reliability of the conclusion’s 
output by the algorithmic logic of correlation is 
always doubly uncertain (Ananny, 2016). When 
an algorithm uses big data as its learning base and 
correlation as the analysis logic to build the decision 
model, its strong correlation applies to the group 
rather than the individual. In other words, the output 
is only valid for a group of people and cannot be read 
as an accurate description of individuals. 

4.2 Inscrutable evidence of algorithms

The inscrutable evidence of algorithms refers to the 
property that makes them difficult to understand. 
The intelligibility of such algorithms includes both 
comprehensibility and accessibility, which are 
also the most fundamental constituent elements of 
transparency (Mittelstadt et al., 2016). 

The algorithmic black box refers to how 
algorithms are unknown to the general public due to 
the opacity of the technology itself and the opaque 
commercial policies of media organizations and 
tech companies. The algorithmic black box can 
be understood on two levels. One dimension is the 
technical level of the algorithmic black box, which 
refers to the comprehensibility of the algorithm. 
Correspondingly, there is a concept of algorithmic 
white box, which refers to the algorithmic model 
that can be understood. The other dimension is 
the accessibility of the algorithm, which refers to 
the cognitive barriers set by the platform for the 
protection of state secrets, trade secrets, or other 
motivations.

4.2.1 The comprehensibility of inscrutable evi-
dence

The comprehensibility of an algorithm is a problem 
that technical practitioners generally experience the 
most. Theoretically, when data are used as the basis 
for generating conclusions for algorithmic decisions, 
it implies a necessary connection between the data 
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and the conclusions, a connection which should in 
theory, be transparent. Even when it is not obvious 
and cannot be directly observed, we should be able 
to understand the connection through more effective 
or further explanatory efforts. The puzzling nature 
of algorithms reduces this comprehensibility, and 
we must confront the challenges generated by 
algorithmic black boxes. In our semi-structured in-
depth interviews, Interviewees 07, 08, and 10 all 
discussed this issue. According to the current state-
of-the-art, algorithm engineers have not yet found 
ways to white box each step of the algorithm, which 
further hinders them from effectively optimizing 
the entire algorithm model and affects the quality of 
algorithmic decisions.

Since we do all this work based on deep neural 
networks, these multi-layer, deep-neural network-
based models are a black box in themselves. Since this 
black box model involves a lot of computation, it is 
very difficult to find a definitive explanation for how 
the final results are derived, in many cases (Interviewee 
08, M. Henry).

4.2.2 The accessibility of inscrutable evidence

The second dimension of inscrutable evidence is its 
accessibility. The accessibility problem is mainly relevant 
for the platform user group rather than the platform 
and algorithm engineers who control the algorithm. 
Specifically, this issue is relevant for unspecified groups 
without the necessary control over the specific cause 
of the problem when algorithm output is found to be 
faulty. In this case, when people cannot understand a 
certain function by directly linking the design model of 
the algorithm application, they are likely to invoke their 
own life experience to find a specific connection and 
use this as the basis for understanding the algorithm and 
determining the answer.

Case 3 (Sina - 2018) in our study shows an 
algorithmic black box phenomenon at the accessibility 
level in its content operations. According to experience 
and original cognition in Case 3 (Sina - 2018), users 
believed that gender inequality persisted in society. 
Therefore, when the users found that the ratio of male 
to female users participating in the sweepstakes was 
1:1.2 and the ratio of male to female winners was 
1:112, they first made the empirical decision that:

The Weibo sweepstakes platform conducted the 
sweepstakes based on random sampling because they 
could not directly see the sweepstakes platform’s prize 
pool settings through the Sina Weibo client. Given the 
obvious gender ratio imbalance in the raffle result, 
users naturally associate this non-random sampling 
with gender discrimination (@jiangningpopo, 2018). 

The reason users directly attribute the imbalance 
in gender ratio in the Weibo raffle results to gender 
discrimination is that they do not understand the 

permission-setting mechanism of the Weibo raffle. 
This lack of understanding reflects the inaccessible 
black-box nature of the algorithm. In most cases, the 
public cannot know the ‘goals’ and ‘intentions’ of the 
algorithm, nor do they have access to information 
about the algorithm’s designers and controllers, the 
responsibility of the machine-generated content, or 
the ability to accurately judge and monitor it.

To address this problem and enhance the public’s 
understanding of AI and algorithms, tech companies 
have developed the strategy of explaining these logics 
to the general public, for example, by publicizing model 
ideas for algorithmic decisions in the form of reports 
or by promoting and introducing software they have 
developed. However, the puzzling nature of algorithms 
is not limited to model design and program debugging for 
engineers; the improvement of algorithm accessibility 
also encounters obstacles in terms of interpretability. In 
our semi-structured in-depth interviews, Interviewee 
08, who works as an algorithm engineer, spoke about 
the difficulties he and his colleagues confronted while 
communicating with the public:

They often do not quite understand how the model has 
predicted the outcome, and they would like to know if 
they can determine the cause of the error if the model 
predicts it wrong. They may analyze the logic chain 
of human mistakes: if a person makes a mistake, then 
it is possible to work backward through every step 
of his behavior to determine exactly why he made a 
mistake. However, that is not the logic of algorithms 
(Interviewee 08, M. Henry).

Technical and disciplinary barriers are the two 
main obstacles in the process of algorithm black-
box tuning. Although the rules underlying the logic 
of algorithms are relatively simple in terms of the 
current level of technological development and 
application, algorithm types are highly diverse. 
Algorithm program design is usually an overlay of 
multiple algorithm types, including, but not limited 
to, priority ranking, classification, correlation, and 
filtering algorithms (Zhang, 2018). This overlay 
becomes a technical barrier that must be faced to 
crack the black box. 

4.3 Misguided evidence 

The misguided evidence used by algorithms means 
that they inevitably make biased decisions (Mittelstadt 
et al., 2016). The misleading nature of algorithms is 
projected into algorithmic products as systematic and 
repetitive expressions of specific preferences, beliefs, 
or values in the algorithmic decision-making process, 
which is also known as algorithm bias (Friedman & 
Nissenbaum, 1996; Chander, 2017). Our research 
finds that there is a dual dimension of misguided 
evidence of algorithms. The first dimension lies 
in the data dimension, where the bias originally 
present in the dataset is amplified by the algorithm, 
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manifesting the actual effect of algorithmic bias. The 
second dimension lies in the model, which is given to 
the algorithm by the engineer during design through 
parameter configuration and other means.

4.3.1 The data dimension of misguided evidence

The misleading nature of algorithms is largely caused 
by the quality of datasets used in machine learning. 
With the diversification of data types, content 
production and distribution have also adopted new 
requirements for data type identification. However, 
the diversification of data types is not accompanied 
by the improvement of data quality, which further 
deepens the influence of misleading algorithms on 
the reliability of algorithm output. 

The automated decision-making of algorithms 
relies on the development of machine learning, an 
algorithmic procedure based on a dataset made up of 
an immense volume of data obtained from cell phones. 
Although the dataset is static, its characteristics can 
fundamentally affect the behavior of the model. 
When models are deployed in environments that 
do not match their training or evaluation datasets, 
or if these datasets reflect certain social biases, the 
output of the corresponding models is also likely 
to be biased (Gebru et al., 2021). Machine learning 
is a process of repeating the relationships between 
samples in a dataset. If the data used for learning is 
inherently biased, then these biases will be replicated 
or amplified an infinite number of times, eventually 
presenting themselves as algorithmic bias. Our 
semi-structured in-depth interviews with algorithm 
engineers suggest that the low-quality data used to 
train algorithms is a primary reason for the misleading 
results.

The two main shortcomings that we currently experience 
most in the use of machine learning algorithms are 
that the algorithms are not very explanatory and 
the requirements for training data quality are high. 
Nowadays, AI algorithms are not perfect and often 
require a large amount of accurately labeled data. In 
actual production, such data are generally difficult to 
obtain (Interviewee 06, M, Franke).

Algorithmic programs can now operate 
independently, automatically distributing messages 
to users; however, it is precisely this independence 
that creates space for algorithmic bias to emerge. 
When algorithms are directly involved in information 
production and processing, the deep-seated biases 
that may be implicit in them are also exposed in 
practice and may algorithmically intensify biases 
already inherent to human cognition.

4.3.2 The model dimension of misguided evidence

The design and functionality of algorithms project 
the mental expectations and values of the algorithm 

designer. cambiar por Kevin Macnish (2012) 
pointed out that the values of the algorithm designer 
are necessarily frozen in the code. In other words, 
algorithm designers institutionalize their values 
through code. Algorithmic decision-making is based 
on the logic of statistics to build the model. The 
larger the sample size, the more accurate its overall 
description will be. However, in practical applications, 
a large amount of data does not guarantee the validity 
and reliability of the results. The strength of the 
effect of algorithmic bias may even increase with the 
amount of raw data (Kim et al., 2016).

Being frozen might be intentional on the part of 
algorithm designers. For platforms that use the ‘manual 
recommendation + algorithm recommendation’ 
content delivery model, the decision regarding 
what important content is, is delegated to the staff 
in the manual recommendation process. The staff 
will then deliver news to the users based on their 
own judgment regarding content importance. In the 
manual recommendation process, the decision as to 
important content is in the hands of the staff. In Case 
1 (Byte Dance - 2017), Byte Dance’s programmers 
manually set up the content distribution standard of 
the personalized recommendation function to create 
so-called eye-catching news and attract customers. 
This ultimately led to the increasingly vulgar and 
kitsch content received by users.

The ossification of the designer’s values in the 
algorithm may also be unconscious. The algorithm 
is designed to passively reflect the value choices 
inherent in the social environment in which it 
operates. In Case 3 (Sina - 2018), Weibo’s weight 
setting for platform users is related to the composition 
of users’ social networks (number of Weibo follows, 
number of followers, number of accounts that follow 
each other) and users’ online behaviors (including 
original posts, retweets, comments, likes, etc.). In this 
case, Sina’s algorithm engineers set up criteria for 
identifying social bots based on their understanding 
of robot accounts. These criteria include sending a 
few original Weibo(s), retweeting without comment, 
and sending Weibo(s) with no or fewer pictures than 
normal users. User accounts with such characteristics 
were classified into the robot account category. 
Similarly, their user weights were uniformly reduced. 
In other words, it is the cognitive bias of the algorithm 
designer that leads to the biased results of algorithmic 
decision-making. 

In addition to the biased results caused by the 
active behaviors of the algorithm designers, as shown 
in the above cases, algorithm bias may also be caused 
by the passive behaviors of the algorithm designers. 
In Case 2 (Meta - 2017–2021), Meta presented a 
lack of employees who understood special languages 
and cultural background. Given this skill gap, the 
company could not neither identify hate speech, 
extreme emotion, or terrorist content on Facebook 
in a timely manner, or adjust the algorithm model 
using keyword settings to monitor and screen out 
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undesirable content on the platform in real-time. 
This led to the rapid and uncontrolled spread of hate 
speech, extreme emotions, and terrorist content.

The current datasets used for machine learning rely 
heavily on manual labeling efforts, and the labelers’ 
cognitive biases are inadvertently projected into the 
labeling results (Diakopoulos, 2015). In subsequent 
machine learning and algorithmic decision-making 
sessions, these biases become embedded in the 
generated outputs and models (Romei & Ruggieri, 
2014) and end up as algorithmic biases. A conscious 
process of being frozen is subjectively accorded to 
algorithms by people, which is easier to circumvent 
through technical means. To avoid the unconscious 
frozen phenomenon and data bias, higher-level 
technical finetuning and institutional settings, as well 
as improving internet literacy, are needed to achieve 
optimal results. 

5. Algorithm ethical principles in intelligent 
communication

5.1 Principle of certainty

Technical uncertainty is one of the eight inherent 
uncertainty factors in the innovation process 
(Jalonen, 2012). The inconclusive evidence of 
algorithms is problematic because it redefines 
the connections between things using a logic of 
relevance that is not entirely certain. It, along with 
other modern technologies, dissolves traditional 
determinism. The traditional sense of certainty based 
on the accumulation of factual experience over time 
suffers when uncertain algorithms begin to act as a 
determining rule instead of human factual experience, 
which one can use to arrive at conclusions about the 
world.

Therefore, it is necessary to introduce the ethical 
principles of certainty to combat the multitude 
of problems caused by the inconclusive evidence 
of algorithms. In the information environment of 
intelligent communication, if we want to overcome 
the effects of inappropriate conclusions, such as 
echo chambers brought about by non-determinism, 
and return to a pluralistic, interactive ecological 
environment that enables benign information flow, 
we must first break through the information barriers 
erected by the inconclusive evidence of algorithms.

5.2 Principle of interpretability

Algorithms should have interpretability, but this 
feature is difficult to achieve because of the opaque 
evidence of algorithms. Transparency is often seen as 
the primary means of addressing algorithm opacity 
(Crawford, 2016; Neyland, 2016). At the same 
time, the impediment to oversight represented by 
algorithmic opacity (Burrell, 2016) intensifies the 
social outcry for greater algorithmic transparency.

The public shows considerable curiosity 
regarding algorithms, which places a demand on 
accessibility. In addition to technical means, the 
principle of interpretability also requires direct 
scientific explanation for users. Providing users 
with detailed explanations about the principles of 
AI techniques can enhance their understanding of 
how the entire algorithmic system works (Kulesza et 
al., 2012; Baron & Musolesi, 2020). In practice, the 
accessibility of algorithms can be achieved through a 
certain degree of information disclosure.

5.3 Principle of reliability

Reliability implies invariance and stability, as well 
as a return to order. Gebru et al. (2021) proposed to 
manage datasets by building datasheets for datasets 
used in machine learning. On one hand, this approach 
helps dataset creators eliminate potential risks or 
hazards during the process; on the other, it can 
ensure that algorithm engineers select and obtain the 
information they need more efficiently.

6. Conclusion

The development and application of machine learning 
(especially deep learning) and other algorithms in news 
content production and dissemination have initiated 
a new era of intelligent communication. Despite the 
variety of algorithms and applications, their basic 
technical logic is straightforward, and they all achieve 
similar retrieval through multidimensional fitting. In 
this study, inconclusive, inscrutable, and misguided 
evidence of algorithms were found to determine the 
existence of uncertain, opaque, and biased tendencies 
in algorithms operating in intelligent communication. 
Our paper focused on news content production and 
dissemination, extending the applicability of the 
algorithm ethics conceptual map (Mittelstadt et al., 
2016) from Western academic discourse to practical 
applications in China, and systematically testing the 
scientific quality and rationality of the epistemic and 
ethical concerns of the conceptual map. 

The inconclusive evidence of algorithms 
determines the uncertainty of algorithms in nature. 
The core of algorithms in intelligent communication is 
machine learning, including supervised learning (SL), 
semi-supervised learning (SSL), and unsupervised 
learning (UL) methods. SL refers to the discovery, 
construction, and evaluation of mathematical models 
by algorithms in the context of pre-determined human 
classification of a finite dataset (Nasteski, 2017). 
From SL to SSL to UL, while algorithms get ‘smarter,’ 
their uncertainty also increases. In the presence of a 
powerful AI that can learn and set goals on its own, 
the information that humans edit, disseminate, and 
store through technology is at risk of uncertainty. The 
‘true designers’ of AI systems are always multiple 
and in constant flux, and the multiplicity of agents 
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contributes to diverse unforeseeable outcomes. 
This fluidity and uncertainty are the main basis 
for exonerating algorithm designers when ethical 
problems arise.

There is also a process whereby the algorithm 
increases its inscrutability and decreases its opacity. 
The inscrutable evidence of algorithms and the 
contrived black boxes lead to uncertainty in the 
content and procedures of algorithmic practices. The 
embedding of AI in multiple aspects of journalistic 
practice makes algorithm and human roles overlap and 
become indistinguishable from each other. Meanwhile, 
factors such as high-dimensional data, complex 
codes, and variable decision logics lead to a lack of 
interpretability of automated algorithmic decisions. 
In recent years, the crisis of trust in journalism, the 
decline of journalistic objectivity, and the changing 
relationship between journalism and its audience 
have made transparency an increasingly important 
issue in journalistic discourse and, ultimately, one 
of the key elements of ethical journalism norms. As 
such, the trend toward increasing opacity stemming 
from algorithmic developments clearly counteracts 
the public’s calls for greater transparency in terms of 
journalistic practice. 

The ethical demand on technology is an inherent 
requirement for its development (Guo & Wen, 2011). 
Human behavior guided by instrumental rationality 
is purposively rational and emphasizes maximizing 
outcome benefits (Chen & Shi, 2017). However, an 
instrumental maximization of benefits is not directly 
related to a maximization of just outcomes. Algorithm 
bias refers to the uncertainty of the results of algorithm 
production practice. Algorithm biases stem from 
misguided evidence. In the machine learning process, 
these biases are not only reflected in the bias of the 
original dataset but also in the design biases of the 
algorithm model, which can be both conscious and 
unconscious. Since it is difficult for humans to be 
aware of their presence, integrating them into the 
algorithm in the form of a technical detection model 

is challenging. Under the guidance of instrumental 
rationality, allowing the algorithmic model and its 
derived technology to continue to influence human 
society through interpellated biases runs counter to the 
original goal of promoting the development of human 
society when algorithms were first developed.

The discussion in this study was limited to the 
cases selected for analysis. It should be mentioned 
that the research on algorithmic risk falls within the 
domain of positivism, while research on algorithmic 
ethics falls under critical research. There are 
fundamental differences in the research paradigms 
between the two. Using multi-case studies and semi-
structured in-depth interviews, we attempted to link 
the study of algorithmic risk and the discussion 
of algorithmic ethics in the context of intelligent 
communication. When employing different research 
paradigms, disputes inevitably arise over the choice 
of method. However, interdisciplinary research 
depends on the meeting of diverse theories, methods, 
and modes of thought. In conducting this research, 
we sought to make the connection between intelligent 
communication and the epistemic concerns of 
algorithm ethics explicit and we hope that our study 
will influence future related research.

Due to case study limitations, this paper was 
unable to provide a deeper theoretical consideration of 
the ethical principles presented. Future research that 
could trace their cultural and historical roots would 
be valuable. Additionally, the ethical principles of 
algorithms proposed in this paper are only theoretical 
ideas. Further research and reflection are needed to 
make them acceptable to internet companies.
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