ETHICOMP 2020

Societal Challenges
in the Smart Society

ETHICOMP BOOK SERIES

Edited by

MARIO ARIAS-OLIVA

JORGE PELEGRIN-BORONDO
KiIYOSHI MURATA

ANA MARIA LARA PALMA

i UNIVERSITAT
L ROVIRA i VIRGILI

UNIVERSIDAD
DE LA RIOJA






Edited by
Mario Arias-Oliva
Jorge Pelegrin-Borondo
Kiyoshi Murata

Ana Maria Lara Palma

ETHICOMP 2020

Societal Challenges in the Smart
Society

ETHICOMP Book Series

UNIVERSIDAD UNIVERSITAT
DE LA RIOJA - ROVIRA i VIRGILI



ETHICOMP BOOK SERIES

Title

Edited by

ISBN
Local
Date

Publisher

Societal Challenges in the Smart Society

Mario Arias-Oliva (Universitat Rovira i Virgili),
Jorge Pelegrin-Borondo (University of La
Rioja), Kiyoshi Murata (Meiji University), Ana
Maria Lara Palma (University of Burgos)

978-84-09-20273-7
Logrofio, Spain
2020

Universidad de La Rioja

All rights reserved. This work may not be translated or copied in whole or in part without the written permission

of the publisher, except for brief excerpts in connection with reviews or scholarly analysis.

© Logrofio 2020

Individual papers — authors of the papers. No responsibility is accepted for the accuracy of the information
contained in the text or illustrations. The opinions expressed in the papers are not necessarily those of the

editors or the publisher.

Publisher: Universidad de La Rioja, www.unirioja.es

Cover designed by Universidad de La Rioja, Servicio de Comunicacidn, and Antonio Pérez-Portabella.

ISBN 978-84-09-20273-7

* ETHICOMP is a trademark of De Montfort University




To those who passed away due to the COVID-19 pandemic






The ETHICOMP Book series fosters an international community of scholars and technologists, including
computer professionals and business professionals from industry who share their research, ideas and
trends in the emerging technological society with regard to ethics. Information technologies are
transforming our lives, becoming a key resource that makes our day to day activities inconceivable
without their use. The degree of dependence on ICT is growing every day, making it necessary to
reshape the ethical role of technology in order to balance society’s ‘techno-welfare’ with the ethical
use of technologies. Ethical paradigms should be adapted to societal needs, shifting from traditional
non-technological ethical principles to ethical paradigms aligned with current challenges in the smart
society.
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ARTIFICIAL INTELLIGENCE: HOW TO DISCUSS ABOUT IT IN ETHICS

Olli I. Heimo, Kai K. Kimppa
University of Turku (Finland), University of Turku (Finland)

olli.heimo@utu.fi; kai.kimppa@utu.fi

ABSTRACT

In this paper we look into how several different Al technologies are addressed in the ethics literature.
We claim that in many cases the technologies are not defined well enough for the moral concerns to
be as relevant as they could. We propose that for Al and ethics research to be taken seriously by those
designing, using and creating policy, the ethical research to Al needs to be more specific on the
technologies evaluated from an ethical perspective, and descriptive understanding of the technologies
in question must be presented more clearly for the normative suggestions to be considered valid.

KEYWORDS: Artificial Intelligence, Ethics, Weak Al, Strong Al, Discourse.

1. INTRODUCTION

Artificial intelligence (Al) is the buzzword for the era and is penetrating our society in levels unimagined
before — or so it seems to be (see e.g. Newman, 2018; Branche, 2019; Horaczek, 2019). In IT-ethics
discourse there is plenty of discussion about the dangers of Al (see e.g. Gerdes & @hstrgm 2015) and
the discourse seems to vary from loss of privacy (see e.g. Belloni et al. 2014) to outright nuclear war
(See e.g. Arnold & Scheutz 2018) in the spirit of the movie Terminator 2.

Al is presented sometimes as a bogeyman-technology, sometimes as a saviour of our age destined to
save us from climate change, overpopulation, food shortage etc. Yet it seems that with Al discussion
there is a lot of space for misunderstandings and misrepresentations starting from but not limited to
what is Al. In this paper therefore the Al from the ethical perspective of what we should discuss about
Al is presented.

This question will become more prevalent the more Al is being used in different circumstances. Actual
applications behave very differently, even with same ‘base’ Al technology, depending on the
application area, and even individual application. Thus, understanding and describing the application
and the area for which the Al is being used as a solution becomes paramount to understand the specific
ethical issues raised by the application; when there are ethical issues — not all applications of Al
produce ethical concerns (e.g. using Al to separate different kinds of metal, wood and plastic from
waste products), but rather only practical questions. Very high level attempts at ethical analyses will
necessarily prove problematic; even military applications of Al can be ethically done, even if we would
agree that Al automated weapons ought not to be created. Thus, the first step offered in this paper is
to divide the area to different topic areas. In future papers, this division needs to be handled in more
detail in each specific area, and those more specific areas need to be analysed in turn to find the areas
with more and less ethical issues; although in the end, the question is always on an individual
application level.
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2. WHAT IS Al
2.1. General definition

There is of course various different ways to conceptualise the difference between different kinds of
things labelled as Al. Whereas the technical ones have the tendency to focus on the technical structure
of the tool at hand, from the ethical point of view the focus should be more on 1) what the system can
do and 2) how it does it. Moreover, we should also focus on the issue on how the bad consequences
could be avoided (Mill 1863) and how the people with malicious intentions could be controlled (Rawls
1971). There of course are different motivations and (hopeful) consequences when using Al, which are
duly worthy of a different discourse and study in themselves), but in this paper the issue of definition
for the use itself is discussed. Hence, in the full paper we will discuss the following four different groups
of Al:

1. Scripts (gaming and otherwise)
2. Data mining and analysis

3. Weak Al & Strong Al (In its current form: neural networks, machine learning, mutating
algorithms etc.)

4. General Al (Skynet, HAL, Ex Machina, etc.)

2.2. Scripts

First of all the scripts, mostly advertised as “Al” in computer games are just “simple” algorithms. As
these are mostly the first version of Al we meet when talking about it, we must remember that they
are merely scripts and cheating (i.e. not Al at all) to make the opponents in computer games more
lifelike, to make the sensation that you are playing against actual intelligent opponents. This of course
is not true because the easiest, cheapest, and thus most profitable way to give the illusion of a smart
enemy is to give the script the power of knowing something they should not.

Hence the idea is to give the player the illusion, but the actual implementation is much simpler (and

for smarter or more experienced players also quite transparent...). That is the art of making a good
computer game opponent. Hence computer game Als are just glorified mathematical models to
entertain the customers.

2.3. Traditional data mining

The second one discussed as an Al quite often is data mining and the related data analysis, “just”
gathering specific information from a huge pile of data. Data mining is “the science of extracting useful
knowledge from such huge data repositories”( Chakrabarti et al., 2006). Yet this is usually and mostly
done by scripting; Patterns and mathematical models are found and tiny bits of data from the patterns
are combined to find similarities, extraordinarities and peculiarities then to be analysed by humans
aided by a traditional algorithm. Data mining is a multidisciplinary field of study combining broadly
statistics, linear algebra, database systems, and algorithms and data structures where the information
stored can be made knowledge. (Chakrabarti et al., 2006, Hand, 2017.)

Traditionally there is nothing intelligent about these algorithms except the people making them.
Therefore, compared to real artificial intelligence, they too are just glorified mathematical models and
smart people working with them — a massive difference to the former though. It is of course possible,
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and in many cases advisable, to use machine learning and mutating algorithms in data mining (Wu,
2004), but as it is not required, in this categorisation, those deserve a place of their own.

2.4. Weak Al & Strong Al

Thirdly, we discuss machine learning, mutating algorithms, neural networks and other state of the art
Al research, i. e. weak Al. This is the point we should currently focus on when discussing themes related
to Al. These methods make the computer better by every step the computer makes; every decision
the computer makes improves the computer, not the user.

To clarify, Artificial Intelligence refers to a system, in which is a mutating algorithm, a neural network,
or similar structure (also known as weak Al) where the computer program “learns” from the data and
feedback it is given. Weak Al is only capable on solving certain problems in chosen platforms and
cannot achieve consciousness. It can although be rather excellent in identifying text, in speech-to-text
applications, translation, identifying humans, human emotions, and actions from pictures and videos,
and playing chess, go, checkers and other games. (Pietikdinen & Silvén, 2019pp. 23, 104-113)

Strong Al is an Al which is close on human intelligence and has at least some idea of self. The machine
can use different background information while planning and making decisions. Fully autonomous
actions in chaning environment, e.g. in traffic, already require partially a strong Al. Especially in conflict
situations even though the lower level decisions, noticing other road users or chaning lines, are clearly
in the territory of weak Al. To duplicate a natural and believable discussion between a human and a
machine a strong Al is required due to the necessity to understand the context of the discussion. Strong
Al is clearly the next big step in Al development. (Pietikdinen & Silvén, 2019, pp. 23, 113)

These technologies are usually opaque (i.e. black box —design), so even their owners or creators cannot
know how or why the Al ended up with the particular end-result. (See e.g. Covington, Adams, and
Sargin, 2016). As Al has been penetrating the society in many different levels for years, e.g. banking,
insurance, and financial sectors (see e.g. Coeckelbergh, 2015).

2.5. General Al

The fourth issue, General Al, (sometimes Artificial General Intelligence, AGI (see e.g. Goertzel, 2007, p.
V)), often discussed in the field of Al and described in multitude of Sci-Fi is the “living” Al, the thinking
Al — possibly the feeling and fearing Al. The issue with a general Al is that we seem to be nowhere near
in science. There are many “general Al” studies done in specific settings, e.g. gaming, where the
development is focused in the Al learning to play different video games. These however are not general
Als as such, but moreover machine learning algorithms.

There is also a general Al category Super Al (also known as superintelligence), e.g. the “Skynet”, the
singularity “the moment at which intelligence embedded in silicon surpasses human intelligence”
(Burkhardt, 2011, Pietikdinen & Silvén, 2019, pp. 23-24, Coeckelbergh , 2020, pp. 10-13) and starts to
consider itself equal or better than humans. These Als are luckily or sadly, depending on the narrative
the utopia or the dystopia, are still mere fiction and in the technological scale in a future we cannot
yet even comprehend.

3. PROBLEM

When discussing technology, the possibilities of technology and possible technologies we must be
aware that the first of these does already exist. The second one of these is due to exist, and the third
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one may exist. While it is possible that technology will exist in say 5-10 years, we also must remember
that the society will not be what it is now and other technologies will exist and the society has moved
on. There are numerous issues within the field of Al currently at hand, e.g. biased Al (Heimo & Kimppa
2019), liability of autonomous vehicles (see e.g. Heimo, Kimppa & Hakkala 2019), weaponizing Al
systems (see e.g. Gotterbarn, 2010), facial recognition (see e.g. , Heimo & Kimppa 2019; Doffman,
2019) just to mention few. Moreover there are plenty of near-future applications of these that must
be handled before they become a critical issue. Yet it is important to discuss about all the levels of Al
technologies — and to tie them to their timeline!

As we know we must interpret the writings of the past for they were written in their time (see e.g.
Maclntyre, 2014), we must also interpret the future which will be different in ways we cannot fully
understand. Therefore to predict the Al can do in 10-20 years’ time is quite different when we cannot
fathom what kind of society we will have in 10 years’ time. We must yet keep in mind that what we
give up now in the sense of privacy, personal information, liberties etc. can and will be taken away
from us more efficiently with the future Al, especially if we follow the Chinese route, which is possible.
But to talk of the society now with a futuristic Al seems intellectually dishonest. We do not have flying
cars, hoverboards nor the cure for cancer, things predicted and assumed by everyone in any popular
culture from the 80s or 90s (see e.g. Back to the Future) yet we have Twitter, Wikipedia and cat picture
memes, not something we would actually have been predicting at the time. It is not that we would say
that predicting future is irrelevant, moreover we wish to encourage people, scientists and philosophers
to focus be explicit when predicting the future; to emphasize their predictions of the timeline they
assume technology be in use. Hence when we are talking about Al there are many possibilities for the
future but a General Al is a as much of a thing of a future we cannot yet predict, as datamining is a
thing of the past. Predictions as predictions, and facts as facts, that is all we can do for honest science.

4. DISCUSSION

Therefore, when analysing digitalisation via Al and it’s possibilities, it is clear that we should focus on
weak Al and strong Al. These are the things of now and near future whereas scripts and data mining
are not Al at all and general Al is still being sci-fi which we are not yet sure shall it happen, and if, when.
Yet to create valid scientific discourse we should be focused on what we know instead of what we do
not. To make predictions, alert other scientists (as it is a proper task for an IT-ethicist), and to guide
the scientific discourse and development, we need that knowledge.

Als already control a lot of our daily lives, e.g. in entertainment where Netflix, YouTube, and Social
media sites which content is shown to us due our preferences, how we are classified by the system,
and what the media corporation wishes to promote. This however seems to be still quite dumb and
does not fulfil the promises marketed to the public. Since the algorithms generate frustration in the
users due poor suggestions as majority of the content one wishes to see must be acquired by
searching. Yet the Als are learning and might turn out to be the privacy endangerment predicted.
(Heimo & Kimppa, 2019)

One of the key issues when talking Al is the black box —mentality of the given systems. Whereas we
can understand where our solutions come from and tweak them to be ethical (e.g. not discriminatory
against women, as was the case in Amazon’s HR (Hamilton, 2018)). The black box feature is one of the
key issues when discussing about the Al in ethics and a key reason why the definitions around Al should
be clearly expressed.

Also the question of when is important. As focusing on the discussing about Al, the distinction between
now, near-future and far-future should be made clear. If the discussion around time-frame obscures,
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the discussion itself can become obscured due to the predicted development of technology and the
various other possibilities in the future. Therefore, if the time-frame of the discussion is not clear, the
discussion is no longer valid as we are not discussing about the same thing anymore.

Hence the authors propose a two-stage model on evaluating Al:
— Are we talking about Al or something else? Describe the Al clerly.

—  Are we talking now/near-future or far-future/sci-fi? Tell the audience roughly the time-frame,
e.g. 5-10 years or 30-50 years.

A fine example on the discourse without timelines is in Coeckelbergh’s (2010) esteemed article “Robot
rights? Towards a social-relational justification of moral consideration” where Coeckelbergh, rises
interesting arguments about robot rights and finds equally interesting questions and justifications. Yet
the article lacks the depth in the description of Al development timelines on predicting the need for
the change mentioning only “near-future” and “long stage”, which after 10 years seem to be still that.
The main goal of this article of course is not to alarm us to the imminent requirement for robot rights
nor demand any action for or against the current development but moreover to participate to an
academic discourse presented in the paper.

Yet the argument of this paper is that we should improve the precision when discussing future
technologies — especially with near-future applications and at least when rising alarm or demanding
action. The prediction of this paper is that the future of predicting future is danger if the current
predictions of future are done without clearly describing the foreseeable future.

5. CONCLUSIONS

What we want to emphasize with this paper is that many authors on the ethics of Al leave the kind of
Al they are discussing so unclear as to not make it clear whether they even understand the topic area
at all. They have vague notions of Al, which they do not specify to the extent that the ethical questions
are first of all not relevant to any specific technology currently used, nor clearly future studies on the
problematic paths that we may take. This causes Al ethics not to be taken seriously by those who ought
to take it seriously, namely designers of Al, companies using Al, and governments and
intergovernmental organizations attempting to regulate Al development.

If we in the field of ICT and ethics are not believable, our suggestions will be ignored, and Al
development may be either misdirected or left all together undirected, and thus create applications
which are problematic for users, companies and the society alike. Especially considering the surprising
amount of Al ethicists that have recently emerged from anonymity on the field, traditional ICT and
ethics researchers who have done years, even decades of study in the field of Al and ethics need to be
extremely careful to see to the validity of their claims, whilst at the same time they need to be very
visible in the current discussions relating to Al and ethics in all relevant levels from concept creation
to actual applications to government and intergovernmental policy creation.
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ABSTRACT

This paper describes the first stage of the ongoing development of two scales to measure online
wellbeing and trust, based on the results of a series of workshops with younger and older adults. The
first, the Online Wellbeing Scale includes subscales covering both psychological, or eudaimonic,
wellbeing and subjective, or hedonic, wellbeing, as well as digital literacy and online activity; the overall
aim is to understand how a user’s online experiences affect their wellbeing. The second scale, the Trust
Index includes three subscales covering the importance of trust to the user, trusting beliefs, and
contextual factors; the aim for this scale is to examine trust in online algorithm-driven systems. The
scales will be used together to aid researchers in understanding how trust (or lack of trust) relates to
overall wellbeing online. They will also contribute to the development of a suite of tools for
empowering users to negotiate issues of trust online, as well as in designing guidelines for the inclusion
of trust considerations in the development of online algorithm-driven systems. The next step is to
release the prototype scales developed as a result of this pilot in a large online study in to validate the
measures.

KEYWORDS: wellbeing, trust, online experience, scale.

1. INTRODUCTION

As interaction with online platforms is becoming an essential part of people’s everyday lives, the use
of automated decision-making algorithms in filtering and distributing the vast quantities of information
and content to users is having an increasing effect on society, with many people raising questions
about the fairness, accuracy and reliability of such outcomes. Online users often do not know when to
trust algorithmic processes and the platforms that use them, reporting anxiety and uncertainty,
feelings of disempowerment, defeatism, and loss of faith in regulation (Creswick et al., 2019; Knowles
& Hanson, 2018). Various other negative effects of using such online technologies have been
identified, for example, concerns about hostile actors spreading online disinformation, vulnerable
groups becoming victims of scams, harmful user-generated content and bullying, and addiction and
excessive screen time (Chadborn et al., 2019; DCMS, 2019; Kidron et al., 2018; Livingstone et al., 2010).
These issues lead to concerns about wellbeing which can affect both the user and broader society. It
is therefore important that mechanisms and tools are developed to assess online wellbeing and trust
with the view to support users interacting with the online world.
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This paper describes the first stage of the ongoing development of an ‘Online Wellbeing Scale’ (OWS)
and a ‘Trust Index’ (TI) to aid in understanding how trust (or lack of trust) relates to overall wellbeing
online. There are two broad aims of the scales. For researchers, the scales will allow exploration of the
relationship between wellbeing and trust, to understand how trust of algorithmic systems affects
user’s online experiences across different online activities and at different levels of digital literacy. For
the users, the scales will contribute to the development of a tool for self-measuring and reflecting on
trust, as part of engaging in dialogue with platforms in order to jointly recover from trust breakdowns.
The scales will be part of a suite of tools for (1) empowering users to negotiate issues of trust online
and (2) designing guidelines for the inclusion of trust relationships in the development of algorithm-
driven systems.

2. BACKGROUND

Interaction with online platforms is becoming an essential part of people’s everyday lives. As digital
technology develops, people are using the Internet to carry out more and more of their everyday
activities, from socialising and entertainment to financial transactions and working. News feeds, online
media, search engine results and product recommendations increasingly use personalisation
algorithms (i.e., sequences of instructions or commands for computers to solve a task) to help users
cut through the vast amounts of available information. They use vast quantities of data, especially
personal data, to provide a more personalised, appealing and engaging online experience. The use of
such algorithms is therefore having an increasing effect on society, with many people raising questions
about the fairness, accuracy and reliability of outcomes. Algorithmic decision-making often lacks
transparency and when using online services users are generally given next-to-no information about
the algorithms that are being used, or the data that is used to feed those algorithms. Online users
therefore often do not know when to trust algorithmic processes and the platforms that use them,
reporting anxiety and uncertainty, feelings of disempowerment, defeatism, and loss of faith in
regulation (Creswick et al., 2019; Knowles & Hanson, 2018). These issues lead to concerns about
wellbeing, which can affect both the user and broader society.

Other aspects of the online world have also raised concerns about wellbeing. Online media have been
associated with both physical and mental harms (DCMS, 2019). This is particularly the case among
children and young people; approximately 1 in 5 11-16 year-olds have been exposed to potentially
harmful content online (Livingstone et al., 2010). There are also emerging challenges about designed
addiction and excessive screen time (Kidron et al., 2018). An increase in time spent on social media
has also been associated with decreased life satisfaction and quality of life in children (McDool et al.,
2016), and may be damaging to mental health (Royal Society for Public Health, 2017). Vulnerable
groups, including older adults, are often victims of financial scams or intimidation, and feel they have
no choice but to access online services that they do not fully understand or trust (Chadborn et al.,
2019). There are also serious concerns about hostile actors using online disinformation to undermine
democratic values and principles. It is therefore important to be able to assess the effects of the online
world on wellbeing to make meaningful recommendations for the responsible design of technologies.
It has also been suggested that problematic internet and social media use may be linked to personality
and psychological needs (Kozan et al., 2019). Whilst there are many existing measures of wellbeing,
there are no measures of online wellbeing specifically, where ‘online wellbeing’ is defined as the
effects of carrying out activities and tasks online on a person’s wellbeing. This paper describes the first
stages of creating such a scale, the Online Wellbeing Scale (OWS).
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2.1. Measuring Online Wellbeing

There are many different definitions of wellbeing, often focusing on the different dimensions of
wellbeing rather than a single concept (Dodge et al., 2012). Studies of wellbeing often fall into two
main traditions: eudaimonic and hedonistic (Deci & Ryan, 2008). Eudaimonic wellbeing refers to living
well and flourishing as a person, and is often conceptualised as psychological wellbeing (PWB), whilst
hedonistic wellbeing refers to the balance of positive and negative emotions that are experienced by
an individual, conceptualised as subjective wellbeing (SWB). The OWS will measure both types in order
to get a broad idea of how the online world affects overall wellbeing. The scale will rely on self-report,
as such measures allow individuals to define for themselves how they experience and understand their
own wellbeing, rather than forcing an objective definition from outside (Alexandrova, 2005).

The attainment of PWB is part of the grounding of Self-Determination Theory (SDT) (Ryan et al., 2006).
SDT is a collection of six sub-theories which present a framework for studying motivation and
personality, focussing on how social and cultural factors affect people’s agency, wellbeing, and
performance. One of these sub-theories, Basic Psychological Needs Theory (BPNT) states that
psychological health and wellbeing are achieved by satisfying certain basic needs: autonomy (i.e.
agency, the freedom or independence to act as desired), relatedness (i.e. a social connection with
others), and competence (i.e. self-efficacy, the ability to carry out an action effectively) (Deci & Ryan,
2000; Ryan & Deci, 2000, 2017). The three basic psychological needs are universal, having been found
across many cultures (Chen et al., 2015) and domains including family, friends, relationships, school,
work, and hobbies (Milyavskaya & Koestner, 2011). BPNT has been explored in a few online contexts,
for example social media, where different activities were linked to a lack of particular needs (Masur et
al.,, 2014), and online crowdsourcing where different gamification mechanisms satisfied needs to
greater or lesser degrees (Goh et al., 2017). It has also been suggested that consideration of basic
psychological needs is vital to improving the design of user experience (Peters et al., 2018; Wang et
al., 2019). The Basic Psychological Need Satisfaction (BPNS) scale (Gagné, 2003; Ryan et al., 2006; Ryan
& Deci, 2000) is a widely used, strongly validated measure of need satisfaction. One study looking at
online and face-to-face learning contexts found that some items on the BPNS (in this instance
relatedness measures) may need modifying in order to be appropriate for use online (Wang et al.,
2019). It is therefore important that research into PWB online should consider the contextual
appropriateness of BPNS and a more specific version of this scale which reflects the online domain is
needed. The OWS will aim to fulfil this requirement.

SWB focuses on the area of life satisfaction in terms of positive and negative emotions or affect. SWB
and PWB are separate constructs, but are very closely related and experienced together; people with
high levels of both SWB and PWB can be categorised as ‘flourishing’ (Heintzelman, 2018) Benefits to
SWB tend to be greater than PWB immediately after an experience but PWB benefits are higher in
long term; activities that increase PWB often also increase SWB but vice versa is not necessarily the
case (Heintzelman, 2018). Therefore measuring both is of value to understanding overall wellbeing.
Satisfaction of BPN have also been repeatedly found to be positively associated with life satisfaction
(Diener et al., 2017). Measures such as the Positive and Negative Affect Schedule (PANAS, Watson et
al., 1988) and the Scale of Positive and Negative Experience (SPANE, Diener et al., 2010) are widely
used to measure SWB. There is little work on the effect of either being online or using algorithmically
mediated systems, although the conscious choice to use an algorithm has been found to reduce
positive mood (Alexander et al 2018).

The basic psychological needs of SDT/PWB can be both experiential outcomes of activities and motives
that directly influence behaviour. Different activities have been shown to satisfy the basic needs to
greater or lesser extent; Martela & Sheldon (2019) suggest motives and activities should be measured
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alongside both SWB and PWB to get a rounded measure of wellbeing: “SWB only answers the question
of how the subject is feeling, but not the question of why the subject is feeling so, or what he or she is
doing” (p.7). It is likely that the many different activities people carry out online, from shopping for a
new television online to interacting with friends on social media will have different effects. The current
overabundant flow of online information and social relationships can easily contribute to users not
being able to avoid excessive multi-tasking or overconsumption of media. Considering the context of
a person’s online life can speak to their motivations for being online, and relating these to wellbeing
can help to identify which activities may be eudaimonic in nature or contribute to SWB.

Additionally, user understanding and digital literacy may also affect levels of online wellbeing (Gui et
al., 2017). Users’ digital skills (i.e., operational, technical and formal, information/cognition, digital
communication, digital content creation and strategic skills) can influence users’ online experiences
and ability to cope with the side effects of over engagement, lack of transparency and agency
experienced by many when online (lordache et al., 2017). In keeping with the use of self-report
measures, it may be appropriate to think of digital literacy as a measure of the users’ perceived ability
to navigate and stay safe in the online world. For example, a user with a high level of confidence in
their ability may feel an increased sense of autonomy and competence, and lead to more positive
experiences; however equally such a user may feel less autonomy due to the nature of online decision-
making algorithms, and experience greater stress or frustration during particular activities.

2.2. The relationships between online wellbeing and trust

As noted previously, the increased use of automated decision-making algorithms online may lead to
users being unsure whether they can trust the platforms that use them, which can lead to concerns
about wellbeing, especially amongst potentially vulnerable users (Creswick et al., 2019; Knowles &
Hanson, 2018). Therefore, alongside the OWS, a second scale measuring user trust online (‘“Trust Index’
or Tl) is also being developed, which can be used either concurrently or as a separate measure. The
first stage of Tl development involves identifying particular online factors that affect user trust, as well
as identifying common opinions and experiences of trust that can then be transformed into a series of
statements which will be validated in future studies. Outside of specific online contexts such as e-
commerce and health information, work on trust in online platforms is relatively scarce. Bhattacherjee
(2002) developed a scale for individual trust in online firms, for example Amazon, but there are no
existing validated measures of online trust that can be adapted to take into account the general
contexts in which trust is enacted. Trust is often measured by single statements or binary, yes/no, type
questions, but it has been suggested it should be conceived as a complex and multidimensional
psychological state, with both affective and motivational aspects (Kramer, 1999).

Trust is often considered in two forms: interpersonal and institutional. Considering algorithmically-
mediated platforms, it appears that theories of institutional trust may be most appropriate, however
some aspects of interpersonal trust may come into play if for example a user treats the website as a
‘person’, anthropomorphising the system. It has been found that people use similar neurophysiological
mechanisms to trust algorithms as they would people, with companies taking advantage of this by
‘personalising’ decision aids (for example Apple's Siri or Amazon's Alexa) (Alexander et al., 2018). It has
also been found that people who believed that others are generally trustworthy were more than twice
as likely to adopt an algorithm (Alexander et al., 2018).

The most relevant existing work on trust in this context come from the fields of organisational
psychology, management, and marketing. Within such research there is a broad range of
conceptualisations, antecedents and types of trust (Kramer, 1999). Often research highlights
antecedents of trust such as familiarity and reputation, security and other situational assurances, and
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encouraging ‘normal’ user experiences (Gefen et al., 2003, 2008; Yoon, 2002). Differences in levels of
trust and related factors have been examined cross-culturally, for example between Japan and the US
(Yamagishi & Yamagishi, 1994), indicating that it is also important to consider the different perceptions
about trust that users may have, and the differing levels of importance they may place on trust, rather
than sticking to a rigid definition and assumptions. As such, self-report is once again of value.

It is likely that someone’s trust in a situation will affect their wellbeing, but if for example, trust is not
a consideration for them when they are online, their wellbeing and behaviour may be less affected
than someone for whom trust is highly important. Trust has been found to be a consistent predictor
of SWB (Helliwell & Wang, 2011) although in Serbia this was only the case for institutional trust
(Jovanovi¢, 2016). Both interpersonal and institutional trust have been positively associated with life
satisfaction in many different countries (Elgar et al., 2011). Recently, trust has also been linked to SDT,
suggesting that the satisfaction of basic psychological needs can lead to a motivation to trust, and this
motivation will affect people’s willingness to continue to trust someone, or to restore trust (van der
Werff et al., 2019). Measuring aspects of behaviour and wellbeing alongside trust may also lead to
understanding of why and how trust in online systems manifests; it may also help to explain why and
when people deviate from the expected trusting behavior, i.e., trust when they objectively should not,
and vice versa, which they often do (McKnight et al., 1998).

3. METHOD

The first stage of development of the OWS and Tl took place as part of a larger study into online trust,
comparing attitudes of younger (16-25 years old) and older (over 65) adults. The study was approved
by the Ethics Review Board at all co-authors’ institutions as a joint research effort.

3.1. Participants

In total, 74 participants took part in nine 3-hour workshops between April and July of 2019; 5
workshops with 40 older adults (mean age 71 years, 62.5% female) and 4 workshops with 34 younger
adults (mean age 20, 58.8% female). Recruitment took place through social media, fliers, and emails
to groups such as University of the Third Age. Sessions were conducted in easily accessible venues in
Nottingham and Oxford. Prior to the study participants were asked to confirm that they “regularly use
the internet for searching for information, making bookings, or buying products” (89.2% indicated they
used the internet several times a day) and were thanked afterwards with a £20 high street voucher.

3.2. Design

The project focused on user-driven, human-centred, and Responsible Research and Innovation (Jirotka
et al., 2017) approaches to investigating trust. Thus the workshop structure, including timings and
ordering of activities, the tasks themselves, and practical considerations were co-created through a
series of activities with members of the public in the relevant age groups, ensuring that the content
was relevant, understandable, and engaging. The final workshop structure, content and duration was
decided through this iterative, user-centred piloting process. The resulting workshops took a mixed-
methods approach to encourage participants to think about issues in different contexts. As such the
workshops consisted of four distinct activities, with all participants taking part in each activity: (1) a
guasi-naturalistic experiment observing user behaviour online, involving a screen-based task in which
participants were asked to carry out a common online task (booking a hotel) on two different sites; (2)
scenario-based discussions of trust; (3) a paper-based group task looking at different ways of
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presenting information to identify user requirements for an online tool to negotiate trust; and (4) pre-
and post- session questionnaires measuring wellbeing related to trust online. As such, each activity
can stand alone or be combined to compare responses in different contexts.

3.3. Materials and Procedure

This paper focuses on the results of the questionnaire activity. The questionnaires were designed to
explore whether there is a link between trust, motivation, digital literacy, and wellbeing factors, and
how this might be measured. They consisted of a mixture of free text, multiple choice, and Likert-like
items. A pre-session questionnaire asked about: Online Activity: how often people go online, plus the
primary reason and any secondary reasons that they go online out of 5 activities: socialising, buying or
booking things, finding information, watching videos or playing games, and sharing content; Trust:
rating of the importance of trust, whether they have ever stopped using a site because of a lack of
trust, and 4 trust-related statements on 7-point Likert-like scales; and Digital Confidence: 7 statements
on 7-point Likert-like scales, related to perceived digital literacy and how confident users are in carrying
out tasks online.

A post-session questionnaire began with questions about the session, then repeated statements from
the pre-session questionnaire to see if there were changes in opinion, followed by: Trust: ratings on a
7-point Likert-like scales of how much 12 different features of websites affect their trust, and an open-
ended question about which factor is most important; and Wellbeing: an open-text question about
whether the online world affects wellbeing, plus 2 instruments for measuring wellbeing, modified to
reflect online experiences. PWB was measured using the Basic Psychological Need Satisfaction (BPNS)
scale (Gagné, 2003; Ryan et al., 2006; Ryan & Deci, 2000), including 18 statements on a 7-point Likert-
like scale. The scale was minimally modified to reflect the online world, for example “I feel like | am
free to decide for myself how to live my life” was altered to “I feel like | am free to decide for myself
how to act online”, whilst other statements simply had the word ‘online’ added for context. SWB
measurement used a format similar to the Scale of Positive and Negative experience (SPANE) (Diener
et al., 2010), including 8 positive and 8 negative feelings on a 7-point Likert-like scale. The measure
included words that are often used by Internet users to describe their experiences (Creswick et al.,
2019). As suggested by Diener et al. (2010) the amount of time the state was felt rather than intensity
of feeling was captured as it is stronger with regards to life satisfaction. A 7-point scale was chosen
throughout in order to be consistent with the BPNS, as the most widely validated set of statements.

3.4. Analysis

The analysis of the quantitative data reported in this paper was carried out in SPSS. Cronbach’s alpha
reliability analysis was carried out on the scale items to check the internal consistency of items. In
general, an alpha of 0.7 to 0.8 is deemed acceptable, with 0.8 more appropriate for cognitive
measures, although at feasibility phase, scores as low as 0.5 may be accepted (Field, 2013). The results
make no assumptions about the unidimensionality of the scales at this stage. Qualitative analysis of
guestionnaire responses was carried out using an inductive, data driven approach, to identify themes
that were strongly interrelated with the raw data (Braun & Clarke, 2006). A single researcher analysed
and coded all the responses fully using NVivo. Another researcher checked this coding for consistency
and agreement, and any discrepancies were discussed and resolved. The codes were then grouped
into key themes.
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4. RESULTS AND DISCUSSION

The results here look at the relevant sections of the questionnaires for development of the prototype
OWS and TI. Table 1 summarises each subscale that will be included in the OWS and its properties,
based on the following results. The decision to change from a 7 to a 5-point scale for all subscales was
taken for consistency with the new wellbeing measures, which are discussed below.

Table 1. Online Wellbeing Scale subscales, Trust Index subscales, and properties.

OWS Subscale Items Score range

Online Activity 6 6 (very little activity) to 30 (a lot of activity)

Digital Confidence 6 6 (very low confidence) to 30 (very high confidence)

Psychological Wellbeing 18

- Autonomy Dis/Satisfaction - 3/3 3 (very low need dis/satisfaction) to 15 (very high need

- Competence Dis/Satisfaction + 3/3 dis/satisfaction)

- Relatedness Dis/Satisfaction | 3/3

- Overall Dis/Satisfaction - 9/9 -12 (max. dissatisfaction) to 12 (max. satisfaction)

Subjective Wellbeing 12

- Positive/Negative Affect - 6/6 6 (very low +/- affect) to 30 (very high +/- affect)

- Affect Balance 12 -24 (unhappiest possible) to 24 (happiest possible)

Tl Subscale

Importance 6 6 (not at all important) to 30 (highly important)

Belief 6 6 (not at all trusting) to 30 (highly trusting)

Context 16 For each item, 1 (not important to trust) to 5 (very
important to trust) or 1 (not trustworthy) to 5 (very
trustworthy)

4.1. The Online Wellbeing Scale

Overall, 66.2% of participants felt that the online world and their use of the internet affected their
wellbeing, and of these 63.8% felt that its effect was negative, with a further 8.5% suggesting that it
could be both. This shows the importance of developing ways to measure the effects of the online
world on wellbeing. Participants did a wide range of online activities, with an average of 4 of the 5
options being selected; all activities were chosen by at least half of the participants. The most common
activities were finding information (95.9%), socialising (85.1%) and buying or booking things (82.4%).
The most common primary activity was socialising (35.1%) followed by finding information (31.1%).
Other suggestions for online activities over the last four weeks were made by 18.9% showing that the
original list covered most common online activities. The other suggestions were email (8.1%), banking
(8.1%) and work (2.7%). This has contributed to the Online Activity block of the OWS, containing the
items from the initial questionnaire, plus an additional item, ‘financial or organisation’ which covers
all activities suggested by participants. This 6-item block measures the frequency of each activity in an
additive way, from 1 (very rarely or never) to 5 (very often or always) for each activity. This allows for
a measure of both the range and extent of online activity.

The 7 statements which related to digital confidence from the pre-session questionnaire have
cronbach’s alpha (a) reliability of 0.797; removing one item (“If | do not trust a website | can do
something about it”) improves reliability to a=0.827. Modifying one statement slightly from “l am able
to tell whether a website is trustworthy” to “Your ability to tell whether or not a website is
trustworthy”, the Digital Confidence block contains 6 items to be rated from 1 (very low) to 5 (very
high).
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The BPNS from the post-session questionnaire had low reliability for autonomy (a=0.581) and
competence (a=0.454). Only relatedness reached an acceptable level (a=0.792). As such, the scale as
a whole is not considered reliable. Removing items increased reliability for each scale (a=0.636,
a=0.515, a=0.812 respectively) but not enough for the whole scale to be considered acceptable. Many
participants also skipped items, for example only 53 participants completed the relatedness items. It
was noted that, particularly for the older participants, statements relating to interacting with people
online were often either ignored or misunderstood. For the prototype OWS therefore, the
Psychological wellbeing scale will be replaced with a modified version of the Balanced Measure of
Psychological Needs (Sheldon & Hilpert, 2012). This scale uses simpler language and reduces each
construct to 6 items, with the ability to calculate the overall level of satisfaction and dissatisfaction of
needs. It is also easily modified for different domains. Modifications to this scale will include focusing
wording on the online world and replacing specific references to ‘people’ with a more general
interactional focus.

The SWB measure scored acceptable reliability for the positive experience scale of a=0.775, improved
by removing one item (“High Mood”) to a=0.785, and the negative experience scale scored a good
reliability of a=0.805, improved by removing one item (“Tracked”) to a=0.808. As each state was
presented with an opposite state, removing the equivalent positive and negative words (“Safe” and
“Low Mood”) resulted in a reliability of a=0.797 for positive experience and a=0.781 for negative
experience. This results in a modified Subjective Wellbeing scale of 6 items each for positive and
negative feelings: Calm/Anxious; Creative/Apathetic; Empowered/Disempowered; Pleased/Annoyed;
Powerful/Powerless. This scale is used to derive an overall affect balance score and can also be divided
into positive and negative feelings scales.

4.2. The Trust Index

The Trust statements from the pre-session questionnaire do not form a coherent scale, with the
highest cronbach’s alpha score reaching just 0.249. It was also found that there are several different
aspects to trust that apply to the online world. As such, in order to create the Tl prototype, three
different aspects of trust will be measures in separate subscales. Table 2 summarises the subscales
and properties. The Importance of trust will form an individual score for how important trust is to the
individual when they are online. A total of 78.4% of participants had left a website or stopped using an
online service because they did not trust it, suggesting that to some trust is a highly important factor
when they are online. 50% of participants agreed that it was indeed highly important, but 9.5% felt
that it was not very important at all, so to those participants, trust may not affect their online wellbeing
or behavior. Additionally, 83.8% agreed that “websites have a responsibility to act in a trustworthy
manner towards their users”. Therefore, Importance is worth measuring in this scale.

The trusting Beliefs of an individual will form an overall score for how much that individual trusts or
believes in the online services they use in general. Responses to “I tend to trust things | find on the
internet” were varied, with 40.6% disagreeing, 28.4% agreeing, and the remainder responding
neutrally. Similarly, 32.5% agreed that “websites do enough to make sure their users trust them” with
25.7% disagreeing. If a person has a general lack of trust in the online world, this may affect their
behaviour and wellbeing in different ways to if a person is generally trusting of what they do and see
online (Alexander et al., 2018; Elgar et al., 2011; Helliwell & Wang, 2011). Combined with their feelings
about the importance of trust this may give a good indication of the levels of trust a user is likely to
have in an online service or platform. A ‘general trust scale’ (Kramer, 1999; Yamagishi & Yamagishi,
1994), examining beliefs about trust and honesty with regards to other people will be modified to
relate to online platforms.
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The remaining subscale will relate to different Contexts and factors related to going online and
whether these affect levels of trust, plus a final item which measures whether an individual thinks that
their online activities influence their sense of wellbeing. This is to allow a quick comparison of trusting
beliefs with their feelings about wellbeing, to compliment the OWS. The contextual items include
online reviews, financial transactions, social media, recommendations and entertainment, as the main
activities that participants flagged as important, and relating to those they indicated taking part in
most often. All of the factors presented to participants in the questionnaire were deemed important,
with the most important being reputation (x=6.11) and use of personal data (x=5.99). Items related to
ease-of use also scored highly (x=5.50). These also matched with the qualitative responses asking for
the most important factors: “well known firm, been there before”; “the company and its reputation
and previous knowledge of it”; “the information which it is demanding for me to share with it, and the
language which is used surrounding this”; “difficult to navigate”; “user friendly structure”. The factor
that emerged the most in qualitative responses was security measures: “the padlock item in the top to
let me know it is secure”; “checking whether it’s a secure site”. Familiarity with the site was also
important: “if | have used it before”; “whether | know about it/l have had previous experience using it”.
The other factors that are included therefore are: brand and social reputation, personal data, reliability
and ease of use, familiarity with the website, privacy policies and security measures, and algorithms.
Several of these also relate strongly to factors or antecedents found in the literature on trust, for
example familiarity, brand reputation, security, and reliability (Gefen et al., 2003, 2008; Kramer, 1999;
Yoon, 2002); the reliance on familiarity and reputation also corresponds to the finding that social proof
(i.e., knowing that other people has used it) was found to be the most effective way to persuade people
to adopt algorithms (Alexander et al., 2018). This subscale will not be scored like the others, but will
be used to identify areas where trust is most relevant or has most effect on users’ experiences.

5. CONCLUSIONS AND NEXT STEPS

The questionnaires completed during a series of workshops with younger and older adults allowed for
preliminary examination of how online trust and wellbeing might usefully be measured, in order to
develop an Online Wellbeing Scale and Trust Index. Examination of the internal reliability of several
groups of statements aimed at measuring different factors has led to the development of prototype
scales. The 42-item OWS has 4 subscales, with each construct measured by a series of statements on
5-point Likert or Likert-like scales. The first two blocks provide a baseline for the users’ online
experience: Online activity examines the range and amount of activity the participant carries out online
whilst Digital confidence forms a self-report measure of digital literacy. Both of these factors are likely
to have an effect on both online wellbeing and trust. The second 2 blocks examine two major
conceptualisations of wellbeing: Psychological (eudaimonic) wellbeing and Subjective (hedonic)
wellbeing. The Tl, which can be used standalone or in cohort with the OWS, consists of 29 statements
covering 3 subscales measured by a 5-point Likert Scale. These cover three areas of trust which
emerged as important to trust in the workshops and the questionnaire results, with reference to
related literature on trust: the Importance of trust to the individual user, the Belief of the user whether
or not the online world is trustworthy, and the Context in which trust or distrust is enacted.

The modified prototypes of the OWS and Tl are currently being tested in a large online study. This will
allow both validation of the scales and large-scale examination of the role of trust in online wellbeing.
As well as testing the internal reliability of the subscales, a principal components analysis will be carried
out with other calculations of dimensionality to ensure that the subscales measure individual factors
within trust and wellbeing. This will be especially important in considering the Context subscale of the
TI. The results of the online study will also help lead to recommendations for ways in which online
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platforms can build user trust into their systems. At the same time, using the Tl for reflection and
empowerment will be explored with users and other stakeholders, including investigating ways to
present results that are meaningful and engaging, and how this and other tools can encourage
meaningful dialogue between the two groups.
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ABSTRACT

We find Moor’s paper on just consequentialism from 1999 to be an interesting take on how developers
can process ethical issues in developing software. However, we think it stops short from its goal by
only mentioning virtue ethics. Thus, we integrate virtue ethics into the model in this paper. We find
that habits based on compassion through virtual virtue friendship can fill the gap and create better
developers; developers who habitually take into account the users, targets and organisations using the
software they develop.

KEYWORDS: Virtue ethics, Just Consequentialism, Ethics, Aristotle, Moor.

1. INTRODUCTION

As an IT professional, one has power over others through the decisions one makes. These decisions do
not only create possibilities to create value through work or entertainment, but also value through
moral decisions by allowing or limiting the growth of the users’ characters. The decisions made in the
system design (e.g. Ul, functionalities, and communication methods), when designed correctly, can
affect the character building process of the user by allowing, denying, and most importantly of all
supporting certain actions. Therefore, the developer can promote virtues or vices and affect in the
development of the users’ character with the choises in design. (Heimo et al., 2018)

The IT professional can hence be in the position of a virtual virtue friend (see Heimo et al., 2018) — for
a person whom they will very probably never meet nor whom will never hear about the professional—
and support the virtuousness of that user through the decisions they make in the design, e.g.
encouraging honest and truthful actions in multiplayer computer games. Yet, as is evident, being
virtuous is a sort of vague moral guideline — especially when these persons do not know much about
each other, and therefore more specific instructions and short time aims should be clarified.

Hence we turn to Moor’s just consequentialism which in turn can evaluate specific situations in
everyday life. It is rather easy compared to the virtuous to see and examine ones motivations and
consequences. Thus we want to mate Aristotle (even though through more modern interpretations)
to Moor. One can make a virtue out of being Moorean by making a habit of having ones motivations
just, and evaluating ones actions, whether they have just consequences. To extend this to the role of
an IS/IT designer to be a “virtue friend” in a “virtual world”, to support the users’ possibilities in acting
for just motivations and just end results (on virtual friendship elsewhere see e.g. Briggle, 2008 or Elder,
2014, although their handling is more direct than ours). However as we clarify, this does not mean
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forcing the motivations nor forcing the desired consequences but, rather, as a friend supporting others
develop their character to a more Moorean view.

2. JUST CONSEQUENTIALISM

James Moor (1999) in his paper on just consequentialism and computing says that he is approaching
the topic from both deontological and consequentialist perspectives — and thus he indeed does. He
uses a Rawlsian approach of justice and consequentialist considerations to build a framework through
which a developer can evaluate the function of their application. If an action is both justified and its
consequences are good, the function of the application is also good. In this paper we claim this is not
quite enough. We intend to show that combined with an interpretation on friendship from Aristotle
the argument can be strengthened.

Moor (1999) is aiming to create a practical guideline to follow for systems developers — consider
whether the system you are building is just and whether the consequences of the system are good;
and this is what he does in his paper. Unfortunately, that can lead to a mechanical, rather than an
internalised method of evaluating whether a solution is good. We want to go a step further, to build
an Aristotelian character for the designer, which automatically does the right thing, rather than needs
to stop and consider every choice based on a two-by-two table: “is this just?”, “are the consequences
good?” As Moor (1999, p.65) says “Policies are rules of conduct ranging from formal laws to informal,
implicit guidelines for action.” We fear the latter, implicit action, cannot be reached by just
consequentialism, and thus emphasize the building of character through automated habits, which the
designer will internalise as well as they have internalised the use of charts, design methods and coding.
Namely, the kind of thinking Moor (1999, p. 65) calls for, “Every action can be considered as an instance
of a policy —in this kind of situation such and such action is allowed or required or forbidden” we want
to “automate” through a habit, and later through building a character via a virtue ethics approach.

We applaud Moor’s (1999) goal of finding a unified theory, but think virtue ethics provides a more
solid basis for this than the just consequentialism he proposes, although it obviously has its merits,
which we propose to be integrated into our model. We think a character based approach will solve the
issues Moor raises; being a holistic perspective not tied to either the justness or the consequences
alone. Of course, even the person with the best of characters is likely to make mistakes, but not out of
malice, but out of situational limits on understanding. Thus, we do not see our proposed theory as
contradicting Moor’s ideas, but rather taking the unification of ethical theory — at least when it comes
to computer ethics — a step closer to the goal.

Even though Moor (1999 p. 66) takes some preliminary steps towards this thinking in his paper, merely
mentioning Aristotle’s concept of “human flourishing” and claiming it necessary is not enough, we
need actual tools to reach this end. In the next chapter we argue that the developer becoming a virtual
virtue friend of the users, targets — even the organisations — which the systems are designed for is the
necessary, and yet unstudied next step towards this goal.

3. VIRTUE ETHICS

Aristotle states that to reach Eudaimonia, one must be virtuous in their everyday life by fulfilling his or
her telos by achieving virtues, avoiding vices and developing their character. This is how a person
flourishes in their life. Developing character by implementing virtues as a part of everyday life,
following virtues, acting virtuously and thus making the virtuous acts as a natural aspect of ones actions
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is a trait shared by good people. (Heimo, 2018; Heimo et al., 2018.) Vallor (2013) states that moral
skills are necessary for moral virtue:

Someone could have moral skills in the sense of practical moral knowledge but fail to be virtuous
because they are unreliable in acting upon this knowledge, or because they act well only for
nonmoral reasons. Still, moral skills are a necessary if not a sufficient condition for moral virtue.
Without the requisite cultivation of moral knowledge and skill, even a person who sincerely
wishes to do well consistently and for its own sake will be unsuccessful.

Differing from other versions of normative ethics, virtue ethics does not generate a set of norms but
rather guidelines both encouraging people to avoid vice and promote the virtues. The normativity is in
the level of ideas rather than a set of strict rules governing our daily actions. True value, according to
Aristotle, is only generated through virtues —and vice versa with vices. In Aristotelian sense a character
is not virtuous by following virtue alone, since one might follow virtue reluctantly and in the face of
temptation but rather, when a person automatically aims toward all virtues, the character can become
virtuous. (EN I, 9 — 10; 1098a, 15 — 21; 1098b 5 — 30; 1100a31 — 1101a21, I, 1; 1103a31 — 1103b25,
1104210 - 1105a16; McPherson, 2013). Or, as Vallor (2009) explains:

[...] the moral development of individuals cannot be assessed or predicted simply by looking at

what they think, feel or believe—we also have to know what kinds of actions they will get in the
habit of doing, and whether those actions will eventually promote in such persons the
development of virtues or vices.

Therefore being virtuous is a life choice rather than a situational choice and only through life choices
can a happy and good life be enjoyed. Yet socially valued virtues might not equal ethical virtues
(Beauchomp & Childress 2001, p. 27). Humans are often expected in e.g. at work to follow socially
valued virtues even when they conflict with their personal moral virtues. (e.g., Murphy, 1999).
Excelling at one’s work does not equal being virtuous. The human life as a whole, not divisible into
parts that can ignore other parts, must be taken in accordance and constructed virtuously (Macintyre,
2004, pp. 240 — 241; 2007, p. xv).

Yet only higher-level abstraction can be derived from Aristotelian virtue ethics thinking — be brave and
do not act cowardly, foolhardily, or rashly! Churchland (2011, p. 115) however turns the higher
abstraction-level as a favourable position to virtue ethics with the higher-level concepts —ideas rather
than rules — as they tend to work better with the human mind. With this Churchland implies that there
cannot be universal categorical laws which offer us the right from wrong all the time. We are more
able to understand the right from the wrong — truthful from the false — from ideas than via a complex
set of norms or rules. (Churchland, pp. 114-116.)

According to Aristotle the actions, not mere words define the honesty and truthfulness but moreover
the life itself. Repeated practice over time in truthfulness leads the person to the concept of honesty
and to see the value in it. Or as Vallor (2013) explains, those who have cultivated themselves in the
virtue of honesty have “[...] learned how to excel at truth-telling in any situation that might arise: who
to tell the truth to, when and where, in what way, and to what extent.”

Maclintyre (2004) states that to interpret Aristotle, humans must not just study Aristotle, but moreover
comprehend that he wrote for his time. In that time the world, linguistics, and culture varied from
what we know and to understand Aristotle is in connection in understanding ancient times as social
norms and social actors are different. Even the meanings of the words have changed. To understand
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and interpret the virtues required in relation to modern world is a key element in understanding
Aristotle (Maclntyre, 2004).

To understand how the virtues in that society were seen is a key element in understanding Aristotle
since he aimed to be understood by other educated Greeks, not by barbarians who live in the Northern
part of the continent and over two millennia later. According to Maclntyre (2004), language and society
are bound to each other and we live in rather different society than the ancient Greeks did. Hence to
comprehend the virtues and vices we should focus on the translation and modernisation of the term
and understand the virtue itself. We should aim to understand how to be a good person.

Interpreting Aristotle is clearly not the easiest task and the referred authors (Vallor, Maclntyre and
Churchland) with many other prominent philosophers give seemingly contradictory results. Yet, the
key idea behind Aristotelian virtue ethics in general —one promoting virtues and avoiding vices —works
rather well, at least in this case. The limitations such as the meaning of virtue and what can be
interpreted as a virtue can be kept in margins for they clearly are problems belonging to meta-ethics.
The focus of this paper is in the aim of developing character, which none of these authors seem to
contradict with.

4. VIRTUAL VIRTUE FRIENDSHIP

Aristotelian concept of friendship requires as bearing mutually recognized good will and wishing well
for each other. [EN, VIII, 2-3, 1155b30-1156a10] This demand is hard if not impossible to pursue in the
situation where the friends are not aware of the other as a person but only as an entity. However, it
should not be impossible for one to act with good will and wishing well in modern times where
digitalization has made everyday life increasingly virtual. Let us call that virtual friendship; friendship
from one person to a group or an entity of people which they may or may not meet but whom their
professional decisions affect.

It is sort of friendship between host and guests [see EN, VIII, 3, 1156a30-32] but not limited to it. It
could be motivated by pleasure [see e.g. EN, VIII, 2-3, 1156a1-1156b32], but that is not necessary. In
addition, joint benefit must not be symmetrical in status and those in better positions should act
accordingly [EN VIII, 13, 1162a33-1162b3]. The benefit from it is therefore sometimes asymmetrical
[EN VIII, 13, 1162b3-1162b4] — e.g. money, status, career etc. for the developer and possibilities to
work, pleasant pastime and social interaction for the user — yet the friendship is beneficial to both
parties. For example, the most pleasurable game developing experience can and should come when
the audience is enthusiastic about the game — the developer has done good work and the pleasure
affected to the gamers gives him or her joy, for then the developer knows they have succeeded in
making a good product and thus being virtuous in work.

But to achieve the highest level of friendship requires the element of virtue where the friends trust
the other not to intentionally harm them, act against them or aim only to benefit them even though
the element of benefit is duly present. Most of all virtue friends aid each other by helping each other,
offering kindness and companionship, and aiding the development of their character. [EN, IX, 11-12,
1171a22-1172a15]

Thus as an IT professional being a virtue friend to the users — those dependent on their decisions —
seems just and virtuous. To support them, not to force them or be indifferent about them, to make a
habit of having their motivations just, evaluating their actions through not just motivations but also
through the consequences and steer their habits towards what they themselves have learned and
discovered to be just. As friends treat others whose virtuous actions they try to support, so that their
motivations become just and habitual, so that the consequences of their acts be just and the
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Promethean values meet the Epimethian thinking to promote the habit of creating iterations of more
just consequences.

Thus, it seems to us that plain just consequentialism will not, unfortunately, give us the results
computer ethics aims for in practice. Rather, instead of following an algorithm in which the developers
consider whether an act is both just and that its consequences are good, they must become a kind of
virtual virtue friends of the users, targets and the organisations which will be using or targeted by the
systems they design, lest they just “tick the boxes”, of which Professor Emeritus Gotterbarn always
warns us of. Building the right kind of character is of paramount importance; making it a habit to always
consider the benefits — and possible draw backs — of the systems developed must become second
nature to the developers. And this, we claim, can only be achieved through a virtue ethics approach
where the developers truly internalise their connection with the users and targets of the systems they
develop.

However, for the virtual friendship to be virtue friendship, a virtual virtue friendship, the good will and
wishing well must actualise. The developer should not only do a good product, but they should treat
the users as a good host does for their friends; as their esteemed guests. They should not lure them to
the vices for a short time benefit but to promote the virtuous development of those they are being the
host to, but to aid the friend to achieve, thus improving the character of both and making both more
vigilant in their respective virtues.

5. DISCUSSION & CONCLUSIONS

Therefore it seems that virtual virtue friendship is a set of actions where a developer acts as a friend
should act towards the users. The point that Aristotelian thinking in how to build character through
virtues and virtues through friendship is still sound today — when it is interpreted through modern
thinkers, rather than just the original, somewhat era dependent values (see e.g. Maclntyre 2004).

It seems to be obvious that we do not want to treat everyone as we treat our closest friends. We do
not want to share our lives, health (see e.g. Wahlstrom, Fairweather & Ashman, 2011), possessions or
time with everyone, but with a selected few we consider close and trustworthy. Virtual virtue friends
are just that — a group of people we do not so much share our life with, but we treat as virtue friends.
Yet, to promote the virtues of others, helping them develop their character and aiding others while
doing the work we do seems to be good from the viewpoint of what is just, and from the viewpoint of
where the consequences, at least in the large scale, could be beneficial.

Whereas consequentialist and deontological models treat the user more as a target of the moral action
and asserts the developer with a strict set of dos and don’ts, virtue ethics brings out the deeper
connection between the two. As the relationship is viewed more as of that of friends, the users become
more as those we wish well and aim to help in the world — and through that the world itself becomes
a better place.

Adding virtue ethics to the Moorean thinking therefore strengthens the multi-ethical approach but
also makes it more complicated. It requires not only the understanding of what is just, or the capability
to see the consequences behind the actions, but those two and the capability to understand the users,
their needs, wants, and situation in life. Most of all it requires the understanding of the product, the
market, and the user groups, which is a rather gruesome task to accomplish on its own. Yet again, a
virtuous developer must aim to understand those tasks even if difficult and therefore should be able
to develop their character towards the virtue of virtual virtue friend. It is not an easy task, but to reach
higher understanding of virtues, by not only fulfilling the just and proper consequences, but also by
treating people in such manner that they are more able to avoid vices and develop their virtues, a
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developer can aid other human beings to be the best versions of themselves possible. This is optimal
both a priori and a posteriori.
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ABSTRACT

This paper analyses the ethical perception of adopting and using wearables or insideables. We
collected 152 samples from youngsters in San Luis Potosi (Mexico), most of them undergraduate
students. An online survey was adapted based on (Pelegrin-Borondo & Arias-Oliva, 2017) to collect
students’ data and were analysed in the computational software STATA 25. We analyse the effects of
two factors: social influence and performance expectancy on intention to use. Also, we analyse the
effect of the “consumer innovative” on gender factor. Our results show that there is positive relation
between variables, but in special those that relate to wearables. That means Mexican youngsters
prefer to use wearables to insideables. Also, the study shows that there is a slight difference between
the degree of innovative consumer between men and women.

KEYWORDS: Social Influence, Consumer Innovative, Ethics, Wearables, Insideables.

1. INTRODUCTION

People that were born in the las century, have never thought that technology could be an important
part of their lives. Nowadays, it is a fact that youngsters adopt technology earlier (digital natives) than
elderly people. People uses technologies in their day to day (Smartphone, Tablet, Computers, Internet
of things, etc.) as a part of their work or as a part of their leisure activities, but, why does they do?,
which are the factors that have influence on them?. An important challenge of markets in the world is
to identify some of the factors that have influence in the consumer behaviour. This activity sets a
framework of conditions which allow businesses to compete, innovate and create jobs;(Porter, 2008)
in other words, create competitive advantages.

In this respect, globalization has enabled technology industries increase production and trade
throughout the world. Most of the technological gadgets are produced in developing countries such
as China, Taiwan, Chile, Brazil, etc., this allows to reduce manufacturing costs and increase its
production to seek greater competitiveness. In the case of technologies focused to mobility such as
Smartphones, gadgets, etc., every year companies develop new and sophisticated technologies with
Internet as a common media. Companies are also working in the topics of Artificial intelligence
(McLean & Osei-Frimpong, 2019), also in wearables (Frobel, Avramidis, & Joost, 2019) and insideables
or implants (Haeberle et al., 2019). Most of them requires Internet or the Smartphone to work
adequately, but recent technologies works with, a set of data who interpret the environment and take
appropriate decision; well known as Artificial Intelligence (Al). We can imagine a near future in which
the use of devices with Al will improve the human disabilities such as physical or mental defects
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through a set of microcircuits implanted and managed (or not) by external devices like wearables. The
acceptance of technology for improve the human abilities or disabilities is a complicated topic specially
in social context. In the one hand, many individuals believe in the use of technology for transform their
lives and to increase their welfare, on the other, many people make their lives in a strict order based
in culture, religion or others social structures. In this regard, marketers, economists or decision takers
in the business and government should study that more this topic in order to take steps that affect
their economy.

1.1. Technology consumerism

During the first decades of the 21st century, technologies managed to integrate into existing
information processes. The paradigm of the knowledge society was consolidated in some countries
(Castro-Jaramillo, Guevara-Valencia, & Jaramillo-Rojas, 2016). The prominence of technologies in
everyday life generate a new reality in societies. Mobility is now a life partner of the human being
practically from birth to death.

Today's society is considered as productive and recurrent to information. All this information is
transformed into knowledge. For companies, the generation of knowledge is convenient since it can
establish their competitive advantages in their environment or beyond their borders. However, the
consumer does not always consider that it is part of the strategies of business, of marketing to turn
him into an innovative consumer.

According with Fresneda Lorente, (2019), the consumerism of electronic technologies will be increased
in the 2020, a total of 20% of technology revenue is expected. Most of the consumerism in
technologies focuses on wearables for health (52% of sales of wearables in the world) and the 39% will
represent to health gadgets, such as Fitness bracelets or Smartwatches.

According to Garibay (2018), in Mexico 51.9% of individuals adopted and uses at least 3 gadgets;
Likewise, the report of Interactive Advertising Bureau México (2019) shows that the acceptance of
wearables and virtual reality grew up at least 15% in relation with previous years. We can assume that
the penetration of technologies especially mobile or internet based, will continue growing
exponentially, and it is possible that the consumers behaviour changes in the future. In relation with
previous cited the penetration of wearables in the world has increased to 38% for people between 25-
34 years old (Escamilla, 2019).

The implants business in Mexico focus mainly in Cosmetic and Health context. According with Rios
Montanez (2020) in Mexico, the number of "cosmetic" procedures (surgical and non-surgical)
increased by approximately 32% between 2014 and 2018. The technological implants in Mexico is not
common as other kind of surgical intervention, this may due to certain factors such as, expensive
technology, expensive surgeries, lack of knowledge about the topic or culture and religion
impediments.

The consumption of products is a fundamental part for jump-starting the markets in order to rise an
economic development sustainable, however most of Mexican do not have the financial solvency for
acquiring forefront technology (gadgets — wearables, implants or mobile) due principally to additional
duties of importation and foreign i+D added costs. Most of the technology acquired in Mexico is
imported from different countries in which has trade agreements.

In their last meeting (in México), the OECD countries established certain objectives in order to increase
the digital transformation of services in each country (OECD, 2017). In the case of México, the amount
for invest in Technology and Innovation is less than 1% of the Gross Domestic Product (GDP) in
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comparison with others OECD countries that invest more than 20% (Cambhaji, 2017). This situation
leads to economic stagnation and under development. Consequently, the growth of the country will
diminished for a lack of knowledge development; and as is augmented in Cabrero Mendoza (2017)
“The knowledge-based economy refers to the ability to generate scientific and technological
knowledge, which allows to be more competitive, grow more, and transform the economy to achieve
higher levels of social welfare”.

Mexican government approved fiscal incentives to facilitate the consumerism of technology in all
economic sectors. Those incentives could provide facilities to companies for save almost 94% of the
investment in technology (Neuman, 2017). But for individuals to acquire forefront technology is still
expensive, Mexican (specifically youngsters from mid-sized class) decide for purchasing cheaper
technology such as low range wearables. Despite cuts in the budget, Universities and Research
Institutions in Mexico have been working in i+D. The principal aims in the research is the generation
of biomaterials that could impact in the individuals’ needs (Manjarrez Nevarez et al., 2017).

The proposal of this research is to analyse the perceptions about the acceptance of wearables or
technological implants (insideables) by Mexican citizens. We also consider how the transhumanism
concept influences in the consumer consumption of technologies and how influences in their ethical
behaviour.

2. ACCEPTANCE OF TECHNOLOGY

The acceptance of products developed by an industry is an important element for the improvement of
market strategies. The technology industry is characterized by having high demand; however, it is not
an industry characterized by having affordable prices, at least during its first years on the market. This
is because in many cases technological products can be considered as luxury products, that is, they are
not necessary goods. The economy explains through the law of supply and demand the behaviour of
the markets (the interaction between buyers and sellers). This model describes the effects that exist
between the price of a good and the relationship between the availability and the degree of demand
for that good in the market. However, for there to be a demand, that product may need to be well
diffused.

According to the theory of diffusion of innovations (Rogers, 1983), an innovation will depend on
various factors, such as ease of use, price, return on investment, expected benefits, among others. The
importance of investigating these factors is to determine the degree of adoption that a product will
have in the market and in each time. But it is particularly complicate to measure the degree of adoption
between Period 1 (actual) and Period 2 (near future). Most organizations aim to market their products
or services. However, not all companies are conceptualized in this regard. The most widely accepted
classification in the literature is in accordance with the degree of innovation or adoption of
technologies, such as pioneers, followers and reluctant (Aguilar Jimenez, Gamboa Pico, & Rueda Diaz,
2011). Currently, the pioneering companies are threatened by the dynamism of the market. This
dynamism considerably reduces the market leadership of pioneers (Audretsch & Callejon Fornielles,
2007), therefore, achieving rapid profits is fundamentally aware of the challenges in the markets.

On the other hand, the production of technologies and the interaction with telecommunications have
opened new business environments. The health and cosmetic market is one of the majority covered
in terms of implants (Foerster, Cantu, Wildman, & Tuck, 2019; Wei, 2014). From a business perspective,
companies must take advantage of the aspect that covers social thought, in which human beings
always seek to satisfy their needs for well-being and comfort (Veldzquez Fernandez, 2009).
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In this regard, there are certain factors that influence consumer behaviour and that have direct
implications for their decision to adopt a technology. Various studies have been carried out on the
acceptance of technology under different contexts, for example, the social influence, utility /
application and ease of use are the most common in this type of study (Fred D. Davis, 1989; Venkatesh
& Bala, 2008), other researchers seek to observe hedonic aspects (McLean & Osei-Frimpong, 2019),
ethical and moral aspects (Gauttier, 2019; Pelegrin-Borondo, Arias-Oliva, Murata, & Souto-Romero,
2018), consumer perceptions of risk (M.-C. Lee, 2009; Shin, 2010), and innovation (Murata, Arias-Oliva,
& Pelegrin-Borondo, 2019).

The academic literature has covered different fields of study of consumer behaviour. Y.-H. Lee, Hsieh,
& Hsu (2011) considered an early introduction of new technologies may generate several degrees of
uncertainty in the individual. The uncertainty is an element for measure the perceived risk and trust in
the individual in the purchase decision (Pelaez, Chen, & Chen, 2019). In this regard, it is usually
observed that the perceived risk can be a factor that have implications with those considered
important, such as the Perceived trust, perceived utility, or the intention of use (M.-C. Lee, 2009; Shin,
2010). Although the perceived risk is directly related with the previous factors, it is important for the
theoretical literature to develop studies of how morality and ethics influences in the perceived risk.

As discussed above, understanding consumer influencing factors is important in behavioural studies.
Other areas such as psychology and sociology have also contributed to the theoretical context arguing
intrinsic and extrinsic motivators. According to F. D. Davis, Bagozzi, & Warshaw (1989) extrinsic
motivators influence behaviour with a proportional amount of effort, intrinsic motivators have
influences on the performance of an activity and there is no effort present. In this type of model, the
variables are regularly classified according to their order of motivation, pouring their influence on the
perceived utility or on the intention of use.

Sociology, in general, indicates that the behaviour of an individual lies in the degree of satisfaction of
their needs, such as social needs and the influence with the regulations of the individual. Social norms,
Image, Social Influence, are factors that are regularly applied in the same context, Venkatesh, Morris,
Davis, & Davis (2003) indicate that Social Influence is defined as: "the degree to which an individual
perceives that important others believe he or she should use the new system ". Acceptance studies
have been carried out of technologies that evaluate the relationship between social influence and
other factors such as facilitating conditions (Koo & Chung, 2014; Sugarhood, Wherton, Procter, Hinder,
& Greenhalgh, 2014; Zhou, Lu, & Wang, 2010),their results indicate a positive influence on relationship
with the intention of use.

The theory of technology acceptance indicates that the individual expects that the adopted technology
will fully satisfy his need. This satisfaction will generate a useful perspective or a perception of
improvement in the performance of their activities. One of the factors that measure this satisfaction
is the expectation of performance, which is defined as the rate at which an individual considers that
using a technology will help them to obtain profits in their job performance (Venkatesh et al., 2003).
The implications of adopting a technology will have to be denoted. This factor can be studied from a
social perspective and a business perspective. In both perspectives, it can be considered a common
element that is the development of a competitive advantage of those who are adopters against those
who are not. However, from a social perspective, it is possible that other factors have positive or
negative implications in the relationship, for example Social Influence or, ethical, moral, religious
values, traditional beliefs, etc. Reinares-Lara, Olarte-Pascual, & Pelegrin-Borondo (2018) did not find a
moderating relationship on ethical and moral factors on performance expectation. However, for this
investigation a direct relationship will be determined. Zhou et al., (2010) found a direct relationship
between technological adjustment activities and the expectation of performance towards the
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intention to use a technology, Oliveira, Faria, Thomas, & Popovi¢ (2014) also point out that the
expectation of performance is a factor that explains that the consumer is to seek extra value on the
use of a technology.

The diffusion theory of innovations indicates that some individuals tend to adopt an innovation before
others. However, the concept of innovation has not been fully conceptualized, and its measurement
is complicated due to its hypothetical nature. Still, marketing scholars often segment individuals into
"innovators" and "non-innovators" (Agarwal & Prasad, 1998). The information generated by
consumers is of great importance to companies for the development of new products. Despite this,
the dynamics of the markets has given way to a new type of consumer, who is referred to as "active"
in the academic literature. This new paradigm describes the consumer as innovative (Hippel, Ogawa,
& Jong, 2011). Based on the theory, we assume the existence of a direct relationship between the
degree of innovation and the intention to use a technology, so the relationship between the factors of
innovation and gender of the consumer and their intention to use will be analysed. According to Rogers
(1983, p. 242), innovatively refers to the degree to which an individual is relatively earlier in adopting
new ideas than other members of a system.

3. METHODOLOGY AND HYPOTHESIS

For this study we analyse specific information of 152 youngster of the city of San Luis Potosi (Mexico).
Most of them are undergraduate students. The data analysed were collected by a survey instrument
(Pelegrin-Borondo & Arias-Oliva, 2017). The survey was designed to obtain information about several
topics such as, intention to use, performance expectancy, effort expectancy, social influence, hedonic
motivation, facilitating conditions, perceived risk, ethical awareness and innovativeness.

The items in the survey were measured in most of the cases using a Likert Scale from 0 strongly agree
to 10 strongly disagree. The survey was developed online by the Google docs engine and was applied
online (e.g. emailed and sent through social networks). The descriptive analysis of the data was carried
out using the statistical software SPSS v.25. For the comparison of groups, the R statistical software,
the RStudio interface and the PLSPM packages were used (Sanchez, 2013).

With the collected data and following the state of the art we will analyse the following hypothesis:

H1. The subjective norms have a significant influence in youngsters to use wearables or
insideables.

H2. The performance expectancy has a significant influence in youngster to adopt wearables or
insideables.

H3. The innovativeness of the consumer has a significant influence in youngster to use wearables
or insideables.

H4. There are differences in the innovativeness degree between male and female adopting
wearables or insideables.

4. RESULTS

For the first section of the survey we introduce some demographic data to know how our sample is
distributed. We identified that most representative gender were females with the 55.9% of surveyed
and the 44.1% were males. The gender balance of respondents is show in Table 1.
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Table 1. Contingency table of age and gender.

Age
Gender
18-24 25-30 30+ Total
Female 69 5 11 85
(57.0%) (41.7%) (57.9%) (55.9%)
52 7 8 67
Male
(43.0%) (58.3%) (42.1%) (44.1%)
Total 121 12 19 152
(100.0%) (100.0%) (100.0%) (100.0%)

Source: self-elaboration-based survey data

According to the data analysis, the perception of surveyed youngsters about the adoption and use of
technologies shown a high preference for wearables devices instead insideables. For example, the
average of the intention to use (IU) of wearables is 7.73 and 7.46 and for insideables the average for
both variables are 5.63 and 5.29. In Table 2, we can observe that the means for most of the variables
applied (intention of use, performance expectancy (PE), effort expectancy (EE), social influence (Sl),
hedonic motivation (HM) and facilitating conditions (FC)) are greater in the wearables section than
insideables section. Additionally, we can note that the variable perceived risk is the only one in where
statistical mean are switched, it is probably a social factor influencing (negatively) in the perception of
acceptance of insideable. Furthermore, in Table 2 we made a t-test for paired samples means between
wearables and insideables, and we found statistical significance for all variables with a p-value<0.001,
except in variables PE2 and PE4 with a p-value<0.1. It shows that the perception of wearables is
strongly than insideables, in all variables.

Table 2. t-test paired samples IU-PE-EE-SI-HM-FC-PR.

t-test
Wearables Insideables (paired
Variables samples)
mean S.D. mean S.D. Pr(||t':')| >
IU1. I intend to use wearables/insideables 7.7303 2.26687 5.6382 3.07640 0.000
1U2. 1 predict that | would use 7.4671 | 2.57064 | 5.2961 | 3.00956 | 0.000
wearables/insideables
PE1. | I?elleve w'ear'ables/ln5|deab|es will be 75592 538798 6.2961 5 93605 0.000
useful in my daily life
PE2. Using wearables/insideables will increase
my chances of achieving things that are 6.3684 2.47821 6.2237 2.93460 0.510
important to me
PE3. Using wearables/insideables will help me 7.5724 | 2.06068 | 6.6842 | 2.77506 | 0.000
accomplish things more quickly
PE4. Using ngarables/mmdeables will increase 6.9605 533568 6.5921 5 88259 0.085
my productivity
EI-;l. Learning how to use wearables/insideables 8.1645 5 05050 6.3289 5 81852 0.000
will be easy for me
EI-;Z. My interaction with wearables/insideables 77961 5 06304 6.1974 5 88646 0.000
will be clear and understandable
EE3. | will find wearables/insideables easy to use 7.9671 2.20601 6.1842 2.84342 0.000
EE'4. It will be easy er me to become skillful at 72039 299407 5 6250 5 84433 0.000
using wearables/insideables
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SI1. People who arelmporta.nt '.(o me will think 51447 5 87120 4.3750 3.06402 0.002
that | should use wearables/insideables

SI2. People who influence mY b.ehawor will think 5.4079 5 68761 4.4079 5 99968 0.000
that | should use wearables/insideables

S13. People whose opinions that | value will 51974 | 2.80973 | 4.3092 | 3.00382 | 0.000
prefer that | use wearables/insideables

HM1. Using wearables/insideables will be fun 7.9868 2.05548 6.3355 2.69398 0.000
HMZ. Using wearables/insideables will be 79145 5 03917 6.0132 5 87254 0.000
enjoyable

HM3. U'smg wearables/insideables will be very 79868 5 11268 6.3750 5 73997 0.000
entertaining

FC1. 1 will h'avg the resources necessary to use 6.3224 5 38817 59500 5 82198 0.000
wearables/insideables

FC2. 1 will h'avg the knowledge necessary to use 75921 5 12633 57829 5 76189 0.000
wearables/insideables

FC.3. Wearables/|n5|d-eab|es will be compatible 8.1974 1.89121 6.5855 5 62551 0.000
with other technologies | use

FC4. 1 will be able to get help from otherswhen 'l | g o | 5 05041 | 64474 | 2555221 | 0.000
have difficulties using wearables/insideables

PR1. Using wearables/insideables is risky 4.8355 3.03935 6.7632 2.49698 0.000
PR2. There is too much uncertainty associated | ¢ g 20 | 574309 | 74276 | 254913 | 0.000
with using wearables/insideables

PR3. Compared to other technologies, 52632 | 271063 | 7.2039 | 2.50123 | 0.000
wearables/insideables are riskier

Ho: mean(difference)= 0 Ha: mean(difference) #0 degrees of freedom =151

Source: self-elaboration-based survey data

We analyse the means difference of variables for the ethical, morality, traditional and cultural opinions
of surveyed. Table 3 summarize the results for a t-test for paired samples. As the Table 2, we can
observe that respondents prefer wearables (higher mean) than insideables (lower mean). In this case,
excluding EA8, we can reject the null hypothesis of equals means.

Table 3. t-test paired samples Ethical Awareness.

Wearables Insideables t-test (paired
Variables samples)

mean S.D. mean S.D. Pr(|T] > |t])
EA1L. Unethical / Ethical 7.3882 2.3587 | 5.9803 | 2.6830 0.0000
EA2. Unjust / Just 7.4737 2.2492 | 6.2566 | 2.5540 0.0000
EA3. Unfair / Fair 7.3553 2.3000 | 5.6447 | 2.8177 0.0000
EA4. Not morally right / Morally right 7.3618 | 2.4752 | 5.9803 | 2.5436 0.0000
EAS. Not acceptable to my family 7.5329 | 2.2900 | 5.7763 | 2.8054 0.0000
/Acceptable to my family
EAG. Culturally unacceptable / Culturally 25132 | 22345 | 55066 | 2.3303 0.0000
acceptable
EA7. Traditionally unacceptable / 6.5921 | 2.4423 | 5.0526 | 2.5366 0.0000
Traditionally acceptable
EA8. Not self-promoting forme /Self- | o co /) | 5 5856 | 6.1908 | 2.6388 0.0195
promoting for me
EA9. Not personally satisfying forme /| ¢ | 5 4555 | 62607 | 2.6001 0.0000
Personally satisfying for me
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EA10. Produces the least utility /
Produces the greatest utility
EA11. Minimizes benefits while
maximizes harm / Maximizes benefits 7.4145 | 2.2091 | 6.4671 | 2.4681 0.0000
while minimizes harm

EA12. Violates an unwritten contract /
Does not violate an unwritten contract
EA13. Violates an unspoken promise /
Does not violate an unspoken promise

8.0132 | 2.2077 | 7.3026 | 2.5320 0.0003

7.0526 | 2.6163 | 5.8947 | 2.5218 0.0000

7.2368 | 2.6488 | 6.0066 | 2.6432 0.0000

Ho: mean(difference)= 0 Ha: mean(difference) #0 degrees of freedom =151

Source: self-elaboration-based survey data

Table 4 shows the correlation matrix between the variables Intention of use (IU) and Table 5 shows
the Performance Expectancy (PE) and Intention of use and Social Influence (SlI) correlations. From the
results, we can conclude that there is a positive and significant relationship between the IU and PE,
and IU and SI, both for wearables and insideables. However, we observed a stronger correlation in
these variables for insideables than wearables, which suggests that although the mean of wearables is
greater than insideables for each variable (as seen in Table 2 and Table 3) Sl and PE determinate in a
greater way the use of the insideables.

Table 4. Correlation test |U-PE.

Wearables Insideables
U1 1U2 U1 U2
U1 1 .785%* 1 .866**
U2 .785%* 1 .866** 1
PE1 .587%** .601** T71** 728**
PE2 AS55** .534%** TJ91** 736**
PE3 .552%* .611%** J16** .665**
PE4 .486** .551%* .669** .645**
**_La correlacion es significativa en el nivel 0,01 (bilateral).

Source: self-elaboration-based survey data

Table 5. Correlation test IU-SI.

Wearables Insideables
U1 U2 U1 U2
U1 1 .785%* 1 .866**
1U2 .785%* 1 .866** 1
Si1 .345%* .353** .588** .611%**
SI2 .404%** .391%** 563** .609**
SI3 373%* .380%** .588** .609**
**_La correlacion es significativa en el nivel 0,01 (bilateral).

Source: self-elaboration-based survey data

At the top section of this work, we proposed the hypothesis H3 and H4. Based on the state of the art,
we assume that some ethical, cultural, and moral factors may have implications in the degree of
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innovativeness of individuals. In this case, we developed a simple model based on Path Analysis theory,
in which four factors are evaluated. Wearables, that contains the individuals’ ethical and morality
perceptions to use wearables. Similarity, the factor Insideable comprises the individuals’ ethical and
morality perceptions to use insideables. The third factor includes the degree of innovativeness of the
individual, that means, she or he is more or less an innovative consumer of technologies, the last one
covers some variables that determine the degree of intention to use a technology. Figure 1 shows the
path results of the model. Even if the path analysis showed a small weight, but we can observe that
there is a positive relation between wearables and insideables factors and innovativeness.

Figure 1. Global Inner model with path coefficients.

Wearables

444
Insideables 03 Intention

0.2083
0.5985

Innovativeness

Source: self-elaboration-based survey data

To assess how relevant these results are we should examine the bootstrapped path coefficient.

Table 6. Bootstrapped path coefficients.

Path Original | Mean.Boot | Std.Error | perc.025 | perc.975
Wearables = Innovativeness 0.3444 0.3465 0.0897 0.1581 0.4780
Insideables = Innovativeness | 0.2083 0.2187 0.0817 0.0626 0.3612
Innovativeness = Intention 0.5985 0.6018 0.0566 0.4933 0.7057
Source: self-elaboration based survey data

Table 6 summarize the Boostrap analysis for the proposed model. It shows that all path coefficients
are significantly different of zero. We can observe the path Insideables - Innovativeness shows a
coefficient of 0.0626 in the lowest percentile, it could indicate a less importance in the relation of
ethical and moral with the innovativeness degree and it may be due the less adoption of insideables
by youngsters in comparison with wearables. In general, we can say from obtained results that
youngsters’ innovativeness has not that much to do with the ethical/moral of using wearables or
insideables. The intention to use has an important influence in the path with the innovativeness
degree.

In order to evaluate the proposed H5, we calculate a new PLS regression by grouping Female and Male.
We aim to know is there are significant differences between gender and the degree of innovativeness

Societal Challenges in the Smart Society 51



2. Cyborg: A Cross Cultural Observatory

in youngsters. Sanchez (2013) points out that Path Models should be calculated separately as is shown
in Figure 2.

Figure 2. Path Coefficients of Female and Male Students.

Group female Group male

Wearables Wearables

0.3818
Insideables Intention Insideables 0538 Intention

01064 0.311
04987 06973

Innovativeness Innovativeness

Source: self-elaboration-based survey data

Both of models shows different path coefficients as we expected due to the data collected. As in any
model comparison, researchers must measure those differences detailly; that means, which is the real
difference between models. There are two methods to comparing groups: the Bootstarp t-test and the
Bootstrap permutation test. Matthews (2017) points out that the permutation tests is the most
recommended due it has a better control of error type 1. The author suggests the use of 5000 iterations
for this method. The Table 7 shows the results of the permutation analysis.

Table 7. Group comparison in PLS-PM for path coefficients.

Group | Group
female | male

Wearables - Innovativeness | 0.3444 | 0.3818 | 0.338 0.0438 | 0.8122 No
Insideables - Innovativeness | 0.2083 | 0.1064 | 0.311 | 0.2046 | 0.2705 No
Innovativeness - Intention 0.5985 | 0.4987 | 0.6973 | 0.1985 | 0.0952 No
Based in centroid weighting scheme and 5000 iterations

Path Global Diff.abs | p.value | Sig.05

Source: self-elaboration-based survey data

As we can see from the obtained results, none of the path coefficients between females and males are
significantly different.

5. CONCLUSION

In this study we evaluate some cases of perceptions in youngsters regarding the adoption and use of
technologies. The aim study was to know if the youngster social values, such as ethics, culture, moral,
etc have significant influence on the perception to use wearables or insideables. Our results showed
that youngsters are more likely to accept and use wearables (like electronic gadgets) than insideables
(like electronic implants). The study also points out that there are some factors associated to the
intention to use; such as, Social Influence, Performance Expectancy among others as we mentioned
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before, the group study shows that there are no relation in the youngsters' innovativeness and the
believes or social values, that means, as males as females are technology pioneers similarly.

We also pointed out that human being will seek to meet their needs and their wants. Commonly,
technology addresses the need and the wants, but individuals normally wants all that is considered
good, beneficial for them (Thomson, 1998) or whit a perceived value (Bustamante, 2015). In this study,
was found that youngsters are more likely to accept and use Wearables, a possible circumstance of
this fact is that technology addresses their needs towards wants more and not for a real perceived
value. However, the market of gadgets is very wide and a study on specific gadget must be carried out.

One more finding in this study is the perception of using insideables is not very good, this can be due
to ethical, moral, or religious reasons that today are concepts very ingrained in the country. An
implication in business is that the companies developing these devices should define their market
segment based on these findings and make a good marketing strategy using social influence to be able
to cover a wider market.

Finally, an important finding concerns the perception of utility of the devices (implants or not). In the
study it can be observed that the assertions of the respondents suggest that they would be willing to
use technological implants only if they find a perceived utility. This finding has an important
implication, if on the one hand the social influence determines the use of the wearables for the use of
technological implants is the performance. Therefore, the market must be guided more by the sense
of usefulness than fashionable.
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ABSTRACT

The interest in cyborg technology keeps growing as the human desire to improve their mental and
physical capabilities becomes a common dream. Even though this technology is still under
development, it has received the attention of many researchers to study the extent of human
acceptance to become a cyborg. On the other hand, this research finds that it is important to
investigate the possibility of human acceptance to deal with the cyborg, especially in healthcare
services encounter. Accordingly, the research has developed a theoretical model for accepting
healthcare services provided by the cyborg. The model has been developed based on previous studies
related to models and theories of social robot acceptance, being a cyborg acceptance, and new
technology acceptance in general. The proposed model assumes that Perceived Usefulness, Perceived
Ease of Use, Social influence, Perceived Risk, Empathy, Trust, and Emotions (Positive and Negative
emotions and Anxiety) could be the key drivers of the intention to use the proposed services.

KEYWORDS: Cyborg, Nanotechnology, Robot, Technology Acceptance, Healthcare Services.

1. INTRODUCTION

” u I ”
7

Besides cultural assumptions of what may be considered “incomplete,” “normal,” or “improved”, a
belief in the ability of technology to enhance body’s natural capabilities has led to a variety of body-
altering techniques that doesn’t only restore functions but may exceed what is typically considered
therapeutic medical intervention. In fact, it raised a strong argument about the ability to enhance the
human body according to particular needs or desires (Hogle, 2005). These body-altering techniques
are used to produce the “Cyborg”, which could be defined as a cognitively or bodily enhancement of
humans to form a concept called "Transhumanism". The transhumanism and technology convergence
is directing the scientists’ efforts toward enhancing human social skills, health, happiness, and
intelligence with higher performance than before. Technological implants, brain-computer interfaces,
extension and externalization of cognitive functions, and neuronal prosthesis are some examples of
Cyborg technologies (Romportl, 2015).

Greguric (2014) pointed out four research areas affecting the development of human enhancement
technologies: cognitive sciences, nanotechnologies, information technologies, and biotechnologies. As
well, the enhancements could be categorized into the following types:

A. Cognitive abilities enhancement: such as infrared vision, memory enhancement, decision
making, and sensory perception, by using technological implants or wearable technologies.
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B. Physical capabilities enhancement: such as strength, stamina, and accuracy, by using bionic
technology, genetic engineering, and pharmacology.

The technological implants are defined as electronic devices that can be implanted into the human
body to improve one’s capabilities or for the restoration of lost functions (Pelegrin-Borondo et al.,
2017). Moreover, there are different implantable devices in use for different purposes. Researchers
and scientists claim that brain-machine interactions will enable humans to log onto the Internet, access
different databases, talk new languages fluently and help people with failing memories. It promises to
make humans fundamentally different by radically changing their capabilities. Furthermore, humans
could be able to control devices remotely using their thoughts (McGee & Maguire, 2007).

The boundaries between what considered human and what considered machine is getting unclear, as
technology becomes close to being embedded within the human body (Britton & Semaan, 2017).
Meanwhile, human interests in reinforcing one’s emotional, cognitive and physical abilities are seen
as a common dream among human-being individuals, which is associated with improving the quality
of human life. Some types of enhancements are already available through surgeries, wearables,
pharmaceutical compounds and technological implants (Gauttier, 2018). For instance, the implanted
Radio Frequency Identification Device (RFID) can transmit data numbers as pulses to be used for credit
cards and door access control (Warwick, 2016). Based on their use, some of these enhancements are
already accepted by society, such as cosmetic surgeries, wearables, and pharmaceuticals. However,
the acceptance of technological implants is still under investigation. The innovation in biomedicine,
genetics, robotics, and nanotechnology is making it possible to produce hybrid bodies that combine
biological and technological parts (Kostrica, 2018; Trivifio, 2015). Additionally, reducing the size of the
electronic components has introduced the Nanotechnology (Nanoimplants), which are small devices
that can be implanted inside the human body, to improve human physical and cognitive capabilities
(Pelegrin-Borondo et al., 2016; Reinares-Lara et al., 2016). It had been seen as science fiction for using
insideable technologies for healthy people to increase their innate capabilities. Nowadays, the market
has accepted different types of such technologies which proves that technology keeps progressing.
The expectations regarding the cyborg market are promising for a reputable business with a potentially
significant impact on future technologies and human societies (Pelegrin-Borondo et al., 2018). As per
Pelegrin-Borondo et al. (2017), the use of physical and technological implants to compensate physical
disabilities and increase attractive power is already accepted by society. Moreover, the technological
implants to increase innate human capacity are partially accepted and further investigations have been
established to formulate a complete picture of users’ acceptance of these technologies. In other
words, the acceptance of creating cyborgs is still under investigation, as the technology itself is under
development (Reinares-Lara et al., 2018). Nevertheless, the aim of this research is to investigate the
acceptance of cyborg as an entity in society, its development as a technology, and how humans will
perceive cyborg individuals once they become a reality. In addtion, the research is investigating the
acceptance of cyborg services compared to human services, especially in the healthcare sector, and
proposing a theoretical model that can identify the choice criteria of cyborg services.

2. LITERATURE

When cyborg technology will be established, people's understanding of technology design and
use must be shifted to perceive the differences between traditional technology and new technology
applications (Britton & Semaan, 2017). Also, the development of these technologies is important for
the future of neural prosthetic inventions. No much is known about the moral attitude of people
toward the ratio between risk and benefits of using such technology and about their preferences,
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expectations, and needs. Furthermore, the ethical issues related to the associated risk with these
technologies is an important topic that should be discussed. As well as the acceptance, which could be
shifted from positive to negative state, as the use will be shifted from therapy to enhancement. For
instance, the cochlear Implant could be considered a therapy device if the user has deafness. If the
user has no hearing issues, then it could be considered as an enhancement. The successes of these

technologies could depend on the offered benefits and people's perception of these benefits
(Schicktanz et al., 2015).

The technological implants to restore physical functions and physical implants to increase
seductive strength are already accepted by society (Pelegrin-Borondo et al., 2017). However, few
studies have been conducted to investigate the acceptance of implants for enhancement applications
and to create cyborgs (e.g. Olarte- Pascual et al., 2015; Pelegrin-Borondo et al., 2018; Pelegrin-Borondo
et al.,, 2017; Pelegrin-Borondo, Reinares-Lara, et al., 2017; Pelegrin-Borondo et al., 2016; Reinares-Lara

el al., 2018; Reinares-Lara et al, 2016). Whereas, this research is about investigating the acceptance of
cyborg as an entity.

In general, humans will start to use the perceptual cues and former experiences to classify an object
(e.g. Human and Cyborg) and to effectively expect their behavior. In this stage, human already
recognizes the abnormality of the other human, from the physical structure (e.g. wearables) or through
the behavior (e.g. implants). This stage is very important to avoid falling in “Uncanny Valley”, in which
the human will feel with unfamiliarity while interacting with human-like objects (Stein & Ohler, 2017).
Originally, uncanny valley theory (Fig.1) was introduced by Mori (1970) to propose the relation
between human-likeness and familiarity while dealing with industrial robots. The theory proposed
that, at some point (First Peak), maximum familiarity would be achieved once the robots become
human-like in terms of behavior and appearance. Furthermore, the motion will enhance familiarity
perception. However, the author pointed out the feel of strangeness that could drop familiarity to the
negative portion, which is representing the “Uncanny Valley”. The author has mentioned an important
point regarding the prosthetic hand, which is representing one of the cyborg shapes. He believed that,
as the enhanced prosthetic hand looks like normal ones, humans would perceive familiarity. However,

once humans figure out the abnormality of this hand, the familiarity curve will drop to the uncanny
valley and humans could feel with eeriness.

Figure 1. Uncanny valley theory (Mori, 1970, p.33).
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Some authors refer to the problem of trust when humans meet strangers. They mentioned the role of
facial expressions in affecting trust behavior. Scharlemann et al. (2001) investigated the relationship
between facial characteristics and trust while interacting with others. Their study claimed that facial
expressions (e.g. smile) can stimulate trust behavior. Additionally, for life-like agents, trustworthiness
could be achieved by enhancing their competence (Mulken et al., 1999). In the same context, empathy
and emotions can overcome the uncanny valley's negative outcomes. Emotions have been considered
as a way to distinguish humans from objects and machines. Also, the ability to express basic emotions
is proof of humanity (Heisele et al., 2002). In fact, the idea is about the mismatch between human
expectations and perception to avoid uncanniness. For instance, the ability of robots to express
emotions will fall into "Uncanny Valley" if humans expect that a robot will not be able to do that, which
in turn could produce eeriness feeling. However, their ability to experience and detect emotions
without expressing them could keep them in the same area at the First Peak (Koschate et al., 2016).
Moreover, as the proposed relation between humans and cyborgs will include direct interaction, it is
essential to investigate the impact of anxiety on the interaction. Indeed, the expected anxiety is a
reflection of the abnormality and superpower associated with cyborg technology. Factually, anxiety
problem could not be related to the technology itself, rather than it could be an emergence of this
negative feeling while interacting with it (Oh et al., 2017). Nevertheless, changing the attention to be
toward the technology benefits could help in reducing anxiety associated with using it (Reinares-Lara
et al., 2016). Meanwhile, some studies claimed that anxiety is not a significant determinant of the
intention toward new technologies (Pelegrin-Borondo et al., 2017; Venkatesh et al., 2003).

As cyborg is still an outcome of technological innovations, it could be worthy to stimulate the
acceptance of a cyborg throughout the acceptance of new technologies, such as robots and the
acceptance to become a cyborg. In this context, different models and theories have been utilized in
studying the acceptance of such technologies. The research will consider the following theories and
models in studying the acceptance of Cyborg:

1. Technology Acceptance Model (TAM1) for Davis (1985) and its extensions TAM2 (Venkatesh
& Davis, 2000) and TAM3 (Venkatesh & Bala, 2008).

2. The Unified Theory of Acceptance and Use of Technology (UTAUT1) for Venkatesh et al. (
2003) and its extension UTAUT2 for Venkatesh et al. (2012).

3. The Cognitive-Affective-Normative Model (CAN) for Pelegrin-Borondo et al. (2016), which
has been developed to study the acceptance of being a cyborg.

The Perceived Ease of Use (PEU) is one of TAM constructs that represents the effort needed to use a
specific system. The second construct of the TAM model is the Perceived Usefulness (PU), which is
related to the benefits associated with the use of any technology (Davis, 1985; Heijden, 2004). Humans
need to perceive the usefulness of cyborg in terms of its superiority in performance if compared to
human performance. Furthermore, Performance Expectancy, which corresponds to Perceived
Usefulness, is related to the individual's beliefs about the system's ability to improve their job
performance. And Effort expectancy, which corresponds to Perceived Ease of Use, is related to the
simplicity of using the system (Venkatesh et al., 2003). It could stimulate the acceptance of dealing
with cyborgs if humans find them better than the other options or stimulate the rejections if there are
no differences in terms of performance and outcomes. But it is important also to consider the
possibility of the low effects of these two constructs in the initial investigation of cyborg acceptance
since the technology is still in its novelty stage (Pelegrin-Borondo et al., 2017).
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Individuals are members of their social entity. Therefore, other members’ opinions and advice toward
any behavior or decision could make a difference and could direct that behavior or decision. Social
influence was introduced by the Theory of Reasoned Action (TRA) for Fishbein and Ajzen (1975) and
the Theory of Planned Behavior (TPB) for Ajzen (1991). And it has been used in the technology
acceptance models (Davis, 1989; Venkatesh, 2000). As well, it showed a significant impact on the
acceptance of Nanoimplants (Pelegrin-Borondo et al.,2015; Pelegrin-Borondo et al., 2017, 2016;
Reinares-Lara et al., 2018, 2016), breast augmentation for young women (Moser & Aiken, 2011), and
the acceptance of virtual customer integration (Filler et al., 2010).

In Cognitive-Affective-Normative (CAN) model, which was developed by Pelegrin-Borondo et al. (2016)
to study the intention behavior toward being a cyborg, the authors used the emotional dimensions:
Positive and Negative emotions. While using a specific service, customers may develop positive or
negative emotions. The positive ones could be considered important for the future behavior of the
customers (Pappas et al., 2013). Likewise, they could be considered important in directing the attitude
of customers toward new technologies, and they could enhance the predictive power of technology
acceptance models (Kulviwat et al., 2007).

In the healthcare services sector, different studies have been investigating the acceptance of new
technologies among the customers and by applying the abovementioned models and theories, such
as the acceptance of electronic health systems (e-health), mobile health services (m-health) and health
information systems. Some studies found the PEU as the dominant influencer on the intention
behavior toward these technologies, as a direct impact (Aggelidis & Chatzoglou, 2009; Keikhosrokiani
et al., 2018; Pai & Huang, 2011) or through PU and Attitude dimensions (Chow et al., 2013). However,
literature is supporting the PU as the most significant determinant of the intention toward these
technologies if compared to PEU (Alsharo et al., 2018; Chang et al., 2015; Chen et al., 2013; Diinnebeil
et al.,, 2012; Hendrikx et al.,, 2013; Kijsanayotin et al., 2009; Lai, 2014; Dhanar et al., 2017,
Phichitchaisopa & Naenna, 2013; Sezgin et al., 2017; Sun et al., 2013) and the Social Influence as well
(Bawack & Kamdjoug, 2018; Chu et al., 2018; Guo et al., 2012; Hossainet al., 2019; Jaebeom Lee & Rho,
2013). Also, they have been used in studying the acceptance of wearable technologies for healthcare
applications (Li et al.,2016; Nasir & Yurder, 2015; Yang et al., 2016) and in the electronic exchange of
information across the healthcare sector too (Ahadzadeh et al.,2015; Chu et al., 2018; Hsieh, 2014).

Some authors have pointed out the importance of Perceived Risk in human-robot interactions. They
claimed that, once users perceive risk more than benefits, they could avoid the use of robots at all
(Hancock et al., 2011). However, the risk impact has been assessed through other dimensions (e.g.
trust). But the need is to investigate the impact of this construct by itself and through extending the
conceptual models to include Perceived Risk in assessing the intention toward such technologies
(Blutet al., 2018). Because the previous studies had pointed out to risk as an outcome (or side effect)
of using the new technologies, not as users’ perception, and without integrating it into their research
models (e.g. Destephe et al., 2015; Lilley, 2012; Matsui et al., 2018; Wirtz et al., 2018; Young et al.,
2009). The same issue is also found in studying new technology acceptance in healthcare applications
(e.g. Kates et al., 2015; McColl et al., 2013; Moro, 2018; Young et al., 2009).

As for cyborg technology, the term itself is immature and technology is still in the development stage,
especially for human enhancement purposes. Besides, nothing is much known about its acceptance in
society. However, society already accepted the use of this technology (e.g. technological and physical
implants) for restoring physical functions, such as in Cochlear Implants (Cl), and for increasing
seductive capacities, such as in breast implants (Moser & Aiken, 2011; Pelegrin-Borondo et al., 2017).
For instance, Cl is seen as a hearing aid for helping deaf people to restore their hearing ability.
Whereas, it could be used as an enhancement tool to increase human hearing capacity to beyond the
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normality. Therefore, this shift in the use of therapy to enhancement could change people's perception
of these technologies (Joseph Lee, 2016). As well, some Cl users for therapy purposes are introducing
themselves as cyborg entities (Christie & Bloustien, 2010). In the same context, Gao et al. (2015)
studied the acceptance of healthcare wearable technologies. The authors pointed out three significant
factors related to the intention to use wearable technologies in terms of privacy, healthcare and
technology perspectives. Their results suggested that the importance of these factors is depending on
their applications (Medical or Fitness). For example, social influence is significantly important for
fitness wearables. However, PU is one of the important determinants of medical wearable technology
acceptance. On the other side, the ethical issues related to the associated risk with these technologies
and their limits are an important topic that should be discussed in future researches. The successes of
cyborg technologies could depend on the offered benefits and on people’s perception of these benefits
(Schicktanz et al., 2015). Ethically speaking, technological implants for therapy use are acceptable.
While, it is still unclear for enhancement applications, despite what some authors mentioned the
critical need for reformulating the meaning of ethics, in terms of moral judgments, to be applicable to
this type of technology (Schermer, 2009). Reinares-Lara et al. (2018) studied the effect of ethics on the
acceptance of technological implants. The authors mentioned the ethical problem, which is covering
different areas, such as personal security and privacy, and its effect on personal identity. In fact, the
study implemented the ethical construct into the CAN model, to investigate its moderating influence
on the acceptance of brain implants for increasing capacities. The model is consisting of Performance
Expectancy, Effort Expectancy, Emotions (Negative Emotions, Positive Emotions, and Anxiety) and
Subjective Norms as the determinants of the intention to use technological implants. Even though
results did not prove the moderating effect of the ethical side of the implant's acceptance, it explained
the intention differences in using them. Meanwhile, the same results confirmed the impact of
performance expectancy, effort expectancy, negative emotions, positive emotions and social influence
on the intended behavior, where the last two constructs had the strongest impact. This is consistent
with the results of Pelegrin-Borondo et al. (2017) and Pelegrin-Borondo et al. (2016) studies.
Consequently, studying the acceptance of cyborg technology should consider the cultural differences
during the investigations. For instance, the CAN model could be employed in different countries and
integrated with the ethical dimension, to be able to generalize the results, as ethical aspects are
inherently cultural (Reinares-Lara et al., 2018).

After all, these studies have been investigating the acceptance of being a cyborg. Whilst, the research
purpose is to study the acceptance of cyborg as an entity in the healthcare service encounter, and if
compared to the services offered by the human-being. Moreover, since cyborg represents a
combination of technology and humanity, both aspects will be considered, to investigate cyborg
acceptance. Accordingly, the research proposed the theoretical model, which is shown in figure 2.

Figure 2. Theoretical Model.
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3. CONCLUSION

Human body enhancements to create cyborgs are increasing widely and they could reduce the fears
of human being extinction because of robots. Hence, human enhancement could be more efficient
than producing robots to obtain multilateral embodied intelligence. Because the natural motion skills
of human-being require complex structural elasticity and massive computational resources.
Nevertheless, the technology is still under development and it could be seen as a futuristic technology
that will be able to produce an enhanced human body as imagined in science fiction novels and movies.
In fact, it has received the attention of many researchers to study human acceptance to become a
cyborg. However, this research was interested in developing a theoretical framework that can be used
to investigate the acceptance of the services that could be offered by cyborg, especially in the
healthcare service encounter. The research integrated different constructs from previous studies that
have been interested in studying new technology acceptance, such as robot and being cyborg
acceptance.

The early investigation of the potential acceptance of such technologies could direct the future efforts
of technology developers and service providers toward meeting customers' expectations. Meanwhile,
the investigation of the service acceptance itself could require future researches to draw more
attention to customer expectations of such services. Also, the ethical impact of the proposed service
could be required in future investigations, since the cyborg is representing an advance technology that
could have the ability to imitate and exceed human abilities. If these futuristic cyborgs become a
reality, they could compete with humans and replace them, thereby increasing the professional and
social gap between humans and enhanced humans. Another ethical concern is related to the cyborg
services availability for high-income customers, which could create a new social class that can buy the
proposed superior services, and this could increase the equity gap too.
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ABSTRACT

We are at the beginning of a technological tsunami, known as the Digital Revolution, that will
transform many of the spheres of human reality. In this context, transhumanism appears as a tendency
capable to take humanity to its own transcendence. Taking into account that some corporations or
institutions of great social and economic importance (e.g. NASA, Google or the University of the
Singularity) are already starting to invest in projects that facilitate the arrival of a post-human world,
it is essential for humanity to consider the challenges that this movement implies.

In this article, we take as a starting point the heterodox but consolidated tendencies that are grouped
according to their position, for or against, when transcending humanity, namely transhumanists and
bioconservatives, with the aim of propose some of the arguments that are today on the table. Hence,
the first step to acquire the required consciousness to reach the understandings of the transhumanist
phenomenon is to maintain a constructive, argued and peaceful debate. However, in a scenario of a
non-agreement on the required consensus about the limits of transhumanism, there is a certain
possibility that humanity will stop using technology as a means to put itself at the service of its logic.

To focus this brief communication about the transhumanists and bioconservatives arguments, we will
first establish and contextualize this movement, as providing and commenting some of the motivations
of both sides from several lectures. Then, from an axiological point of view, we will offer a critique of
transhumanism and, finally, we will provide some conclusions.

KEYWORDS: ethic, cyborg, freedom, technology, transhumanism, transcendence.

1. INTRODUCTION TO THE TRANSHUMANIST COSMOVISION

Transhumanism (H+) throws out the idea of overcoming and transcending the human being. Although
this phenomenon seems to be exclusively a product of a hyper-technological society, the reality is that
we can find the roots of transhumanism in the glimpses of transcendence that our ancestors already
had at the origins of civilization. We must not forget that funeral rituals constitute a milestone for
humanity, since they imply the conception of death (a unique characteristic of our species) and the
belief in an afterlife. Therefore, it is no coincidence that, already in Mesopotamia, we find stories such
as the Epic of Gilgamesh, in which a mention of immortality is made: “There is a plant... like a boxthorn,
whose thorns will prick your hand like a rose. If your hands reach that plant you will become a young
man again. Hearing this, Gilgamesh opened a conduit and attached heavy stones to his feet. They
dragged him down, to the Apsu they pulled him. He took the plant, though it pricked his hand, and cut
the heavy stones from his feet, letting the waves throw him onto its shores” (Carnahan, 1998, p.50).
Immortality, which is one of the key elements of the Sumerian legend, is the same dream that, more
than four thousand years later, transhumanism promises to make a reality thanks to scientific
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progress. In this way, we see how the glimpse of eternity has always been part of the imagination,
implicit in the human condition, as well as the will to translate those dreams into reality. However, all
these dreams have been limited, until now, by the biological condition itself. Today, transhumanism,
a product of the artificiality of civilization, will use technology to overcome biology and thus alter the
course of nature.

Hence, it seems that the positions around the transhumanist debate are divided between the
transhumanists and the bioconservatives. The former intend to abandon humanity to achieve, with
the support of technology, a more perfect being (and apparently a better society). The latter position
themselves against it and warn of the risks that certain actions may entail.

The human is not a definitive being. Actually, he never has been. The Darwinian theory of evolution
explains how the little ape Pliopithecus has evolved into modern Homo Sapiens. In this way,
Transhumanism states that the next evolutionary step, the one that will bring a new man, known as
the Homo Deus according to Harari (Kiryat Atta, 1976), will also be the result of evolution, with the
“small” change that this one will not be imposed by the biological logic, but will be in the hands of the
technological rationality. If we think about it, the name Homo Deus is not presumptuous. Our ancestors
prayed to the gods to take care of their crops after sowing or to provide health at birth to the child
that mothers carried in their wombs (Harari, 2016). Today, we are already able to genetically
manipulate seeds to obtain transgenic foods that resist pests better, produce more fruit and adapt to
different climates and landscapes. Nowadays, man has even been able to create the first living
machines (Kriegman, Blackiston, Levin & Bongard, 2020). One could say that, in some way, we are
becoming Gods, since creation has ceased to be an exclusive property of the divinity to be shared with
the human (or transhuman) subject: a being that will be able to create better beings and even to
recreate himself. As we have been warning, overcoming the organic limits is essential to reach a post-
human stage that escapes the biological frontiers to which the human condition is subject.

We should ask ourselves, in the event that the human being is transcended, what moral repercussions
will it carry. That is, if we take into account that things are only good or bad in relation to the human
being (Scheler, 2001), that is to say that any ethical assessment is subject to a human reference and
that transhumanism tries to overcome the category of humanity, we can begin to elucidate in the
complicated position that would remain the ethics in a transhumanist or post-humanist scenario.
Many questions arise such as the following, to which we will briefly try to shed some light: “Who will
not be tempted [in this new transhuman era] by the possibility of being always young and eternal?
What if this depended on replacing our body and living eternally, within the networks of information,
a virtual reality, as real as ours without the danger of dying? How many people will be willing to
continue living even if only as a post body? And how many will die locked up in their obsolete body?
[...] Will this be one of the most controversial ideologies in the future? If so, will there really be full
freedom to modify and transcend our body? But if this were to have an economic cost, would it worsen
the social imbalance, where superior bodies and simple mortals would coexist? Will the freedom of
choice proclaimed by transhumanists depend solely on the purchasing power of each person?”
Cdérdoba, 2007, pp. 611-612).

2. THE MOST AMBITIOUS IDEA EVER CONCEIVED

Youth, eternity, superiority or improvement are only some of the terms that are usually together with
the transhumanist discourse. There is no doubt that its projects are ambitious. If we analyze the word
on a semantic level, Transhumanism is composed of trans (prefix of Latin root that means “beyond of”
or “on the other side of”), humanus (also of Latin root that refers to the human species), and ism (suffix
of Greek root that implies a doctrine, belief or vital posture). In a synthetic way, and in consequence
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of its etymological approach, we understand that the H+ is a current that outlines the overcoming of
the human being (arriving to a post-human state once the human condition has been overcome).

However, the limits to overcome the human condition are not clear. Moreover, the lack of precision
of Fereidoun M. Esfandiary or F.M. 2030 (Brussels, 1930 — New York, 2000), the first to use the concept
of Transhumanism in an instructive way, when clarifying them in his book, has not helped the scientific
community. The author states that it is a human in transition, but without clarifying exactly where the
limits of this transition are, nor what can be considered as a transition (beyond some general
characteristics such as the use of prostheses, plastic surgery, intensive use of telecommunications or
a cosmopolitan profile without any religious beliefs and with a rejection towards traditional values)
(F.M. 2030, 1989). In any case, which is highlighted is the emergence of values such as dynamism,
fluidity and change, which become essential in the Digital Revolution and that necessarily follows the
transhumanist discourse.

On the other hand, we must also pay attention to the reasons that accompany the popularity of
Transhumanism, since they also prevail in the will of any being that wishes to improve or transcend
himself to become, even, eternal. Overcoming the terrible idea of death, which resonates in the head
of any human being, is therefore also one of the main goals of Transhumanism. Bostrom (Helsingborg,
1973), one of the theorists of this movement, uses the metaphor of the Tyrannical Dragon to refer,
precisely, to the desire to overcome aging and, thus, to kill the death.

His reasoning is the following: assuming that aging is the cause that generates more deaths on the
planet (therefore attacking human well-being), it must be a (moral) priority of humanity to face and
defeat the Tyrant Dragon that devours people (Bostrom, 2005).

It must be borne in mind that this desire to improve oneself is a characteristic that has always been
intrinsic with the human being. In this way, transhumanists will try to correlate their particular vision
of (technological) improvement to the human spirit. Therefore, we can observe in Savulescu
(Melbourne, 1963) that “if these [genetic] manipulations improve our ability to make rational and
normative judgements, they further improve what is fundamentally human. Far from being against the
human spirit, such improvements express the human spirit. To be human is to be better” (Savulescu,
20009, p.428).

These manipulations will be carried out thanks to the relationship between several fields of knowledge
that have been, so far, compartmentalized between each other. In this way, Transhumanism, which is
only possible by the interconnection of the propitiated digitalization and technological implementation
in different areas of knowledge, such as the NTBI (Nanorobotics, Technology of information,
Biotechnology and artificial Intelligence), will point out towards the future with grandiloquent
promises awaiting the next scientific advances, which are going to be capable to make them a reality,
until we reach Posthumanity.

Hence, one of its most characteristic features is that, while other worldview, sensibilities, phenomena
or movements have been inspired in the past to build their speech, Transhumanism denies the past to
venerate the future. According to the predictions, an advanced and superior specie is going to replace
humans as known in the present-day. As stated by Lafontaine (Canada, 1970), a new being, and
therefore a new species, perhaps still biological but with built-in devices and technological elements,
seems to be the destiny of today’s society: “contemporary society, with its large contribution of
technologies of the information and biotechnology, also has the hope of finally seeing the appearance
of a new man, capable to adapt by his great flexibility to the whims of caprices of the communication
flows” (Lafontaine, 2000).

Societal Challenges in the Smart Society 73



2. Cyborg: A Cross Cultural Observatory

The appearance of a being that has its origin in the cultural development, as a result of science and
technology instead of the nature itself, has no precedent in the history of humanity. Without being
able to make a comparison to keep a certain equivalence, it is necessary to comment that transcending
the human being is going to represent, at least, a Copernican turn as great as the one that humanity
took place during the Renaissance and culminated in the French Revolution. We are referring to the
humanism that moved God from the center of the Cosmos to place the human in it (anthropocentrism).
If Humanism put the man in the epicenter of the Universe, Transhumanism will displace him from it to
give place to a new being (probably a human turned into God) that will appear from the human
digitalization. Not in vain, it is fair to recognize that, despite the first change required several centuries
to be implemented, the immediacy that characterizes technological devices can provide that this can
happen in a few years.

Although it cannot be said that there is a human being who has transcended humanity, it is no less
true that the cyborg has ceased to be exclusively part of science fiction. In Western society, it can
already be seen how “the increasing variety and availability of models of prosthesis/artifacts that can
be built-in in a body, either for functional and/or aesthetic purposes, will progressively transform the
human body into a complex sum of artifacts, with an increasingly extensive interface between the
technological and the biological, between the cybernetic and the organic, like in the futuristic creatures
known as cyborgs, created by science fiction writers” (Koval, 2006, p.13). The reality is that humanity
already has cyborgs (at least on a terminological level), since Harbisson (London, 1984) has been
recognized as such for the British state. Harbisson was born with a congenital eye disease that
prevented him from distinguishing colors except for black and white. After years of effort and study,
he has managed to develop a functional antenna, which is integrated into the occipital bone of the
cranium. This device has a sensor capable to capture frequencies of light and transform them into
frequencies of sound. Thus, Harbisson is able to hear colors and even to detect infrared and ultraviolet
rays, which are imperceptible to any human (Ledesma, 2018).

Therefore, it does not seem unthinkable that, if technological hybridization continues, there will be
more and more people who will be considered as cyborgs because of their capacities, which are
unachievable by the only means of the human condition. If so, although it will not be measured in a
specific period of time, it is possible that the organic will be gradually replaced by the cybernetic.
However, according to the transhumanists, we should not look with nostalgia the probable
disappearance of the human being, since we should embrace the possibility of enjoying a life that
reaches quotas of greater perfection (although terms such as “perfection” or “improvement” are
somewhat abstract). Furthermore, given the Kurweil’'s Law of Accelerating Returns (1999), which
points out that technological development is exponential, the transhumanist revolution is revealed to
be unstoppable (Kurzweil, 2015). This is also considered by Baylis (Montreal, 1962) and Robert (?):
“The development and application to humans of the technology for geneticimprovement is inevitable.
They constitute the next and definitive step of the evolutionary process of our species. All resistance
is condemned to failure”. In this way, the cyborg is not only the future for humanity, but also
represents the last opportunity for it to not be left out of the post-human world that is already under
construction.

It is also necessary to point out where this transformation will take place, which is none other than the
body itself. Transhumanist ideas have spread at a time when the body is no longer conceived as a
sacred temple (as in Greco-Latin culture) or as a source of sin (as in the Judeo-Christian tradition). As
pointed out by Farrero (Barcelona, 1980) and Vilanou (Barcelona, 1953) (2016), “the body is a political
setting for insurrection and desecration, as evidenced by the different experiences currently being
carried out that take the body to the extreme of tattooing or piercing”. Thus, in postmodernity, there
is no major force to prevent the body from being alienated, modified, or even replaced for the benefit
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of the subject himself. Hence, the human will cease to be human to reach post-humanity through the
intervention and manipulation of the somatic. It is not possible, therefore, to embrace the benefits of
Transhumanism without detaching oneself from the human condition. As F.M.2030 says, “if we want
to extend each life far into future, we have to make radical changes. We cannot live for hundreds of
years with these fragile limited bodies” (F.M.2030, 1989, p.201).

3. MORAL CRITICISM OF THE TRANSHUMANIST MOVEMENT

As aforementioned, several voices have arisen either to defend the postulates of the Transhumanism
or to refute them. That is, the repercussion of this movement to the humanity is still unknown and,
therefore, rejectable for several people. In this section, some of the challenges that are raised in an
axiological level of H+, proposed by bioconservatives authors, are going to be discussed. F. Fukuyama
described Transhumanism as the most alarming idea ever expected (Fukuyama, 2002), when
considering it as a frontal attack to humanity (Fukuyama and Reina, 2002). The occidental society has
a consensus about the Human Rights since there is an international acceptance of the fundamental
premises such as the life dignity or the equality of lives.

Despite the diverse legislations of the different democratic cultures, which subject humanity to the
rights, defend (to a greater or lesser extent) to abide these universal maxims, it must be borne in mind
that the first fundamental right, indispensable to be able to exercise any other, is none other than the
natural right to life. Taking into account that H+ directly modifies the human condition and life as
understood today, it is also clear that it attacks the very dignity of the species. In addition, the breach
of the right to a biological life is also the breakdown of the right to a proper and spontaneous identity
resulting from a biological chance and from an extremely complex set of variables and conditioning
factors. Trying to control and influence these variables implies directing a life, ergo violating its most
intimate dignity: the freedom for each one to be what he or she must be.

Another argument at the axiological level, which revolves around identity, is given by Sandel
(Minneapolis, 1953). He points out the pressure that will be placed on the future improved subjects,
considering the expectation that we have foreseen in them, and the possible serious disappointments
or even depressions that they will have if they are not up to the task (Sandel, 2015). Thus, we must
contemplate the possibility that these improved future beings will rebel against the eugenic goals of
their own designers, that these will not share the purpose of such improvement and, consequently,
will not understand why they have been genetically manipulated. That being the case, we must keep
in mind that a transhumanist individual can suffer serious disruptions of personal identity.

Moreover, as stated by Sandel, instead of continuing this commitment to improve humanity and
eradicate any imperfection through the transhumanist channels, it would perhaps be more logical to
use our efforts to create the conditions to enjoy a kinder world. In his own words, perhaps “Instead of
using our new power to strengthen ‘the twisted shaft of humanity’, we should do everything in our
power to create social and political conditions that are kinder to the gifts and limitations of imperfect
human beings” (Sandel, 2015, pp.146-147). We must consider, then, that a transhuman future is a
scenario without people with disabilities or functional diversity. Without entering into a complex
debate, we did want to point out, at least, the same right of disabled people to decide their own future
(in the same way as any other citizen) or over that of their future children. Would it be legitimate for
the disease to be eradicated in order to improve the species? Does a person who is deaf (hereditary)
not have the right to have a daughter, if they so choose, that will have the same disability?

The third argument that we want to comment is about equality. Even though the differences between
humans are large and varied, they all share the same genetic condition. However, if H+ fractures with
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this equality, the contrast between the intelligent species inhabiting the planet will be emphasized. In
other words, part of a privileged population will be able to access to the biotechnological benefits,
while others will not.

Hence, one may be concerning about the relationship between both communities: the transhuman
(Homo Deus) and the human (Homo Sapiens). Will those who have broken the biological condition and
those who remain tied to their mortality compete for the same oppositions and in the same
competitions? Transhumanist development inherently implies an imbalance at the social level
produced by those people who begin to access this type of technology. Harari indicates that, although
it is impossible to determine under which parameters this relationship will be established, what can
be known with exactitude is the present-day relationship between human beings and other species
endowed with less intelligence than them, as are the animals (Harari, 2016). The future of the human
being in a transhuman or post-human context does not seem very hopeful because, if the transhuman
being has a similar treatment to the human as the one maintained between this and the animals, the
human future can be that of subordination and subjugation.

Furthermore, it is also appropriate to comment that human life is based on certain coordinates such
as space, time, life or death, among others. Taking into account the revolution, at all levels, that
Transhumanism implies (blurring the borders between space/time and life/death), it is very difficult to
imagine that the same values that today serve as a reference for humanity continue being those that
mark a transhumanist society. This fact brings a special unpredictability to the transhumanist
movement that, in the worst case, can make it turn towards unsuspected parameters, perpetrating
inconceivable tragedies. This is the reason why it can be dangerous to leave transhumanist
experimentation in the exclusive hands of technicians or scientists, since, as we have been saying, the
consequences of these are far-reaching for all of humanity. The same way is how Arendt (Hannover,
1906 — Nova York, 1975) understands it, when he warns that “the only question that arises is whether
or not we want to use our scientific and technical knowledge in this sense, such a question cannot be
decided by scientific means; it is a political problem of first order and, therefore, cannot be left to the
decision of professional scientists or politicians” (Arendt, 1993, p.15). Thus, the possibility of
democratizing decisions on technological developments is on the table. In this sense, Diéguez (Malaga,
1957) opens up the possibility of subjecting Transhumanism to an ethical framework affirming that
“technological development can be controlled by means of an appropriate technological policy and by
conditioning it to accepted values” (Diéguez, 2017, p.68).

Another of the theses concerns around freedom. As Panikkar suggests, we must understand
technology as the science of control (Panikkar, 1991). Assuming that Transhumanism will integrate
technology into the human biology, we must consider the possibility of encountering our freedom
restricted. The hypothesis of a transhumanist dystopia has already been widely exploited in literature
in works such as New Brave World (A. Huxley, 1932) or 1984 (G. Orwell, 1949), in which hyper-
technological realities are constructed where subjects experience a limited freedom. Although in our
society it is far from the worlds conceived by Orwell or Huxley, certainly the big technological
companies (e.g. Apple, Samsung, Microsoft, IBM or Tencent Holdings) are starting to create programs
that are capable of managing the data of millions of people, establishing new forms of domination.
Here is an example if this that we are commenting: It was March 17, 2018 when journalists Cadwalladr
(Tauton, 1969) and Graham-Harrison (London, ?) (2018) of The Guardian newspaper, made the
following news public: “Revealed: 50 million Facebook profiles harvested for Cambridge Analytica in
major data breach”. This reveled the misappropriation of data (which would later be used in Donald
Trump’s election campaign to win the US presidency) by Cambridge Analytica, with information that
would have been provided by Facebook.
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With this being only one example, we must certainly take into account the possibility that, as human
beings become more dependent on technological devices, these will diminish our freedom.
Considering the reflections of Kant (Konigsberg, 1724 — 1804) about the Illustration, freedom is defined
as the overcoming of the man to the under-age (Kant, 2009) due to, precisely, the autonomy and
freedom that have been acquired. Thus, it is appropriate to assume the paradox that Transhumanism
can return the man to this under-age stage by removing the tools that have allowed him to think for
himself. In the same line, Sandel rejects the transhumanist approach “because it manifests and
promotes a certain attitude towards the world: an attitude of control and domination that does not
recognize that gift character of human capacities and achievements, and forgets that freedom consists
in a certain sense in a permanent negotiation with what has been received” (Sandel, 2015, p.137).

The last of the criticisms that we wanted to consider is about the irreversibility of transhumanist
actions. We must not forget that there is no turning back in the biotechnological revolution that
Transhumanism encloses, as it seeks to “dominate the territory of human ‘natural nature’ and of the
entire biosphere, preserved so far in biological unity and cultural diversity, to transmute it from a
radical and irreversible way into a biological-genetic-neural-factual diversification and into a
paradoxical cultural uniformity” (Linares Salgado, 2018, p.86).

This is why prevention is a fundamental element in order to avoid future disasters, being necessary,
also in relation to the argument that demands a democratization of technological advances, the
“creation of conditions around which not only it is possible to control the freedom of choices that
involve the modification or programming of the human beings, but also it is plausible that, if this is
done, there will be measures of containment that allow us to become aware of what kind of
programming we want for us” (Cardozo and Cabrera, 2014, p.86).

4. CONCLUSION

We would like to end this article by addressing two conclusions. Firstly, we would like to acknowledge
that any change at a social level requires, previously, a change of awareness from the society. In this
sense, the battle over technological hegemony has already begun and both the scientific discourse and
human reality are gradually impregnated with the growing technological assimilation. It is not a minor
matter that many of the spheres of human activity are already filled with applied sciences nor that our
society venerate innovation, dynamism or consumerism, since these are the same values that will
facilitate the arrival of Posthumanism.

Thus, it can be assumed that our behavior, our language or our reasoning are already being highly
influenced by transhumanist postulates. A clear example can be seen in the concept itself and in its
own antonym. The word transhmanist, chosen by the followers of this current, implies a series of
positive connotations. On the other hand, if we refer to the antagonist word, bioconservative, the
name evokes a certain perception of antiquity or something retrograde. It is necessary to highlight in
order to get an idea as faithful as possible, that while transhumanists chose the name used by Huxley
and recovered by Esfanidary, bioconservative is the alias, clearly derogatory, that transhumanists have
imposed. Seeking new concepts on which to build discourses is therefore a prerequisite before starting
the debate on ethical conditions; otherwise, battles will have been lost even before the start of the
war. To conclude, then, we suggest another concept, biovitalism, on which to build a discourse and an
alternative narrative to H+.

In an axiological sense, the morality on which law is based, depending on the ideal of what is right in
accordance with a tradition, is undergoing an axiological transfiguration, consequence of the Digital
Revolution, which facilitates the emergence of new values, such as efficiency, capability, adaptability
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or innovation. Moreover, in the same way that new values appeared due to the Industrial Revolution,
such as obsolescence, the Digital Revolution and, later, the Transhumanism, will give birth to new
axiological constructs, as long as humanity is present to provide them some value.

In addition, we would like to discuss the need to dissociate from the human progress what is strictly a
technological and scientific advance. Although technology has improved the life of human beings on
countless occasions, it has also led to some headaches. To give just one example, without scientific
progress, climate change and its consequent environmental disasters (due to bad practices in the
extraction of materials or the pollution of industries that manufacture the devices), would not be one
of the biggest challenges to be globally tackled in the present-day. It is therefore necessary to
denounce the falsehood that technological progress is positive regardless of whether it must be
conditioned by ethical or democratic criteria in order to submit Transhumanism to other filters beyond
economic or scientists.
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ABSTRACT

A brain-machine interface (BMl), one of the emerging cyborg devices, processes signals acquired from
a human brain and translate them into a meaningful output in accordance with a given purpose such
as operating a machine remotely. In this respect, a BMI system can function as a psychokinesis
mechanism. This system can widely be utilised for various purposes including for enhancing healthy
people’s intellectual and/or physical abilities. However, ethical and social issues concerning such
technology use have not been fully examined. This study aims at investigating these issues. To attain
the aim, the authors constructed a simple experimental environment where a non-invasive wearable
BMI device was put on the head of a healthy person as a subject of the experiment to operate a robotic
arm remotely or without touching it. The interview surveys were conducted with subjects before,
during, and after the experiments, to investigate their attitudes to BMI usage, feelings of robotic arm
operation and ethical awareness of brain signal collection by the BMI device. The results of the surveys
revealed their attitudes to and ethical concern about the BMI use and suggested research agenda for
the future.

KEYWORDS: brain-machine interface, cyborg, privacy, responsibility.

1. INTRODUCTION

Owing to the development and increasing use of cyborg devices such as smart glasses, smart watches,
powered exoskeletons and RFID chips in various fields including of medicine, education, commerce
and sports, the cyborgisation of human beings is being accelerated. The cyborg devices can extend
human intellectual and physical abilities, thus they are expected to assist those with congenital and/or
acquired disabilities. Among them, a brain-machine interface (BMI), or a brain-computer interface
(BCI), has recently attracted attention. Most BMI systems consist of four sequential components: signal
acquisition, feature extraction, feature translation and classification output (Rupp et al., 2014). Based
on these components, a BMI enables communication between a human brain and external devices
through sending signals from the brain to devices and vice versa using dedicated hardware and
software. According to the results of a survey conducted by Nijboer et al. (2013), people involved in
BCls tend to consider that BCl systems ‘measure signals from the central nervous system and
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“translate” those signals into output signals’ (p.545). As their study suggests, BMI systems process
signals acquired from a human brain and translate them into a meaningful output in accordance with
given purposes such as remotely operating a machine or sending messages over a long distance. In this
respect, a BMI system can function as a psychokinesis or telepathy machine.

Non-invasive wearable BMI devices have been used for medical or rehabilitation purposes. In this case,
typically, patients’ brain signals are collected by BMI hardware such as an electroencephalograph (EEG)
and are processed by a dedicated BMI software application to operate devices remotely or in a non-
contact manner just by setting their intention to do so. Thanks to such a BMI system, for example,
those who could not move their bodies at will successfully worked as waiters in a coffee shop by
remotely operating humanoid robots; during this process, the wearable BMI devices were non-
invasively connected to their brains (Ory Labo). So far, BMI devices and systems have been proposed
to be used for other purposes than medical one, such as for gaming (Nijholt et al, 2009; Nijholt , 2008)
and marketing (Guger et al., 2014).

BMI use for a wider range of purposes may exert a substantial influence over individuals, organisations
and society as a whole. However, ethical and social issues regarding the social penetration of BMI
systems have not been fully discussed. The BMI research to date has tended to focus on the operability,
functionality and/or usability of BMI devices or the effectiveness of the BMI system for medical
treatment or rehabilitation. In addition, there are fundamental problems in predicting and evaluating
the social risks or ethical issues relating to BMI usage, because such technology has not been used by
healthy people in daily-life settings. Healthy people do not usually recognise the necessity for such
technology, thus it is unlikely that the use of wearable or implantable BMI will be used by many of
healthy people in the future. One way to investigate the ethical and social aspects of BMI usage in a
wider context is to conduct an experimental survey of healthy people’s using BMI devices.

To adopt this way, the authors constructed a simple experimental environment where a non-invasive
wearable BMI device was used by a healthy person as a subject of the experiment. He/she was asked
to operate a robotic arm connected to the BMI device, which was put on his/her head, without using
any part of his/her body. Interviews with data subjects were conducted, before, during and after
experiments, to examine their attitudes to BMI device usage, feelings of robotic arm operation and
ethical awareness of brain signal collection by the BMI device. Interview questions were prepared
based on the results of the authors’ previous studies (Murata et al., 2019; Murata et al., 2018; Murata
et al., 2017; Isobe, 2013).

2. ETHICAL QUESTIONS ON THE USE OF BMI

While most of existing studies on BMIs have focused on their clinical or rehabilitation use, some
researchers have discussed the ethical issues surrounding BMI use (e.g. Kansaku, 2013; Schermer,
2009). They conducted questionnaire and interview surveys concerning ethical evaluation on the
development and use of BMIs, most respondents to which were medical or rehabilitation professionals
and patients using BMI devices (e.g. Gilbert, 2019; Nijboer et al., 2013; Isobe, 2013). However, only a
few surveys of healthy people, who are neither experts nor professionals in relevant fields, concerning
their attitudes to BMI usage have been conducted. Given that BMlIs will soon be used in society for a
broader range of purposes, the ethical issues and social risks caused by its usage should be examined
in a proactive manner taking socio-cultural and economic contexts around BMIs into account. To
conduct this examination, the following questions, for example, may be raised.

— If a BMI system malfunctions contrary to its users’ intentions, who is responsible for the
malfunction? How can we decide who are responsible people or organisations?
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—  Should users’ brain signals collected by BMI systems be protected as sensitive personal
information?

— s it socially or legally acceptable that brain signals obtained from individuals while their
using BMI systems are utilised for not-initially-intended purposes? For example, is it
acceptable that a BMI system is used as a lie detector, and, if that’s the case, under what
conditions?

—  What benefits and risks do exist when BMI are used in a specific context?

In the near future, it is expected that implantable BMIs or BMI brain chips will become available. In
that case, people may be required to decide whether they implant the chip in their brains, evaluating
risks and benefits associated with the implantation and continuous use of the chip. In this regard, the
following questions are also raised.

— Under what conditions is the implantation of a BMI chip into the brain — a very complex
and not-well-known organ, which deeply relates to human dignity — justified?

— Should an equal opportunity in BMI chip implantation be guaranteed for all? Should the
disabled be prioritised? Is the difference of opportunity between the rich and the poor
acceptable?

—  Should the autonomy of an individual’s decision to become a cyborg using an implantable
BMI be respected? Is it acceptable that an individual is forced to implant a BMI chip to
play his/her social or professional role?

— How is an individual’s self-recognition and self-identity transformed when an implantable
BMI device is embedded in his/her brain? Should the mental transformation be cured,
and how?

These ethical and social questions regarding the use of BMI chips should proactively be addressed to
predict and avoid any subsequent and future risk. Based on the interests and concerns described thus
far, this study attempts to examine how individuals feel about their enhanced abilities acquired by
using a non-invasive BMI device in an experimental laboratory setting, as the first step toward
responding the interests and concerns.

3. OVERVIEW OF THE BMI EXPERIMENT AND THE INTERVIEW SURVEY
3.1. Outline of the experiment and the interview

An experimental environment was designed and set up to allow subjects of the experiment to control
a robotic arm using only their brain signals. As shown in Figure 1, a non-invasive wearable BMI/EEG
device (EMOTIV EPOC+), a robotic arm (DOBOT) and the dedicated application software were located
in an experimental laboratory.

At the beginning of an experiment, the EEG device was put on a subject’s head, which enabled to
measure his/her brain signals. He/she was then invited to join the training process, where his/her brain
signal data were collected and recorded by the EEG system. Brain signal data in two kinds of mental
states — a ‘relaxed state’ and an ‘in-operation state’ — were collected. To acquire the data of a subject
in the in-operation state of mind, he/she was required to imagine that he/she was pushing a small box
displayed on the computer screen toward the back. The two kinds of data — the relax state data and
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the in-operation state data — acquired in the training process were transmitted to and stored in the
application software system installed in a personal computer, to which the EEC device is connected.

Figure 1. The experimental environment.
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After completing the training process, a subject was asked to maintain his/her relax state of mind for
a while, and then to intentionally move to the in-operation state with imagining he/she was pushing
the robotic arm toward the back. When his/her brain signal patterns acquired at this time was similar
to the in-operation state ones stored in the software system to a satisfactory extent, a robotic arm
turned toward the back. During the experiment, a subject was required to conduct this several times.
In addition, the experiment was designed so that a subject once experienced a preprogrammed robotic
arm movement towards the near side when he/she asked to move to the in-operation state. This is
intended for letting a subject experience malfunction of the BMI system.

Before, during and after the experiment, a subject was asked to grant semi-structured interviews
prepared for it. Some interview questions were responded in written form at a later date. The
interview sheet was designed so as to examine subjects’ attitudes to and recognitions of their
experience with the BMI system during the experiments, based on previous studies (e.g. Gilbert et al.,
2019; Nijboer et al., 2013; Tamburrini, 2014; Isobe, 2013; Fukushi & Sakura, 2007). The interview
guestions pertained to: (a) privacy and personal data protection, (b) human autonomy and dignity, (c)
identity development and personal transformation, (d) the acceptance of body extension in an
individual and organisational context, (e) the workplace cyborgisation and (f) social responsibility and
informed consent. The interview sheet was designed so that a subject could consider the benefits and
risks associated with implantable BMI devices, though a non-invasive device was used in the
experiment.

3.2. Survey participants

The surveys of five healthy undergraduate students, who majored in commercial science, were
conducted in February 2020 at Meiji University, Tokyo. Their attributes, knowledge about a BMI, and
expectation and anxiety about the experiments are shown in Table 1. Most subjects had known little
about a BMI and all of them had positive feelings about the experiment rather than negative.

Each subject was informed of the purposes and methodology of this study and the contact information
for enquiry in advance the experiment. In particular, based on the ethical policy adopted in this
research, he/she was clearly notified that he/she had total say over whether to participate in this
survey or not, and the experiment would never put him/her in a disadvantageous position. The
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expected risks entailed in the experiment and the measures to prevent them were also explained.
After offering the full explanations about the study, each subject was required to sign a consent form
when they determined to participate in the experiment and the interviews.

Table 1. Experimental subjects (n = 5).

Have you ever heard about a BMI or are yo Expectation/anxiety about the
ID | Age | Gender Ve you ev u you Xp ion/anxiety abou

familiar with a BMI? experiment (Weak 0 — Strong 7)
1 21 | Female | | have heard only a little about it before in class. 5/1
2 22 Male | No, not at all. 6/1
3 21 Male No. I' have no idea what I'll do during the 5/3

experiment.

Yes. | have seen people with disabilities who
operated a robotic arm on a TV programme.

No, | have never heard about BMI, although |
have heard about brain tech.

4 21 Male 6/3

5 21 Male 7/1

4. THE RESULTS OF INTERVIEW SURVEY
4.1. The feelings about the operability of the BMI system

The observed ease or difficulty in operating the robotic arm and the speed of operation varied among
subjects. During the experiment, they were asked how they felt about the operation of the robotic
arm using a BMI device. Their responses are summarised in Table 2.

Table 2. Feelings about the operation of the robotic arm using a BMI.

Q: Did you have a sense that you operated the robotic arm during the experiment?

1 | The robotic arm actually turned when just casting my eyes. | had little sense of my operating it. | felt that
the robotic arm autonomously turned when something came into my field of vision during the time of my
intensively imagining that | was pushing the robotic arm.

2 | Toward the end of the experiment, | felt that my operation of the robotic arm became easier, although
this feeling was not necessarily solid. In the beginning, the image of pressing the robotic arm in my mind
was weak. The best tip | can give other participants is that the robotic arm turns when you become calm
and empty your mind.

3 | lhad the sense that | was actually pushing the robotic arm. However, when my will to push became weaker
accidentally, the robotic arm moved, so | felt frustrated. This robotic arm move was observed between
my attempts to say ‘move!’ in my head. So, there was definitely a time lag between my attempt and the
movement of the robotic arm.

4 | From the third or fourth attempt, | gained the sense that | was actually operating the robotic arm. | tried
to see the scene of the robotic arm’s move in my mind, which | saw at the first or second attempt. When
I recalled the scene with the sound at that time, the robotic arm actually started to move. In the beginning,
| vaguely imagined the move of the arm. Through repeated attempts, | became able to visualise the
specific image of how | operate the robotic arm.

5 | 1 did not have the sense that | operated the robotic arm at all. The robotic arm moved at an unexpected
time. This is strange. Actually, the robotic arm moved at the moment when | thought it would not move
and my mental concentration became weak. It might move with a delay. Maybe, the robotic arm moves
when | don’t have a strong intention to push it toward the back. Intuitively, the robotic arm likes a perverse
person, because it moves against other’s will.

The interviews after the experiment provided the authors with interesting findings: after multiple
operations, Subjects 1, 2 and 3 felt that their physical states related to robotic arm movement.
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Subject 1: ‘1 don’t know why the arm turned. The key to understand this may be my experience
during the experiment that the arm didn’t move unless | didn’t make a motion of pushing
something with my hands. If | had a lever or the like to operate the arm, | would have had a
different feeling. But, in this experiment setting (where she could not operate the robotic arm
physically), | still want to operate the arm with making that motion. | can’t operate without
doing so. Maybe, this is because | am a dancer.’

Subject 2: ‘The robotic arm did not turn when | kept my eyes open. It moved immediately as |
closed my eyes. This may be a just coincidence, but it’'s a fact that my attempts to push the
arm in my head with closing my eyes worked.’

Subject 3: ‘I think | could easily make the robotic arm in motion when my body wasn’t tensed
up or was rather relaxed. It became easier for me to operate it in the latter half of the
experiment in which | took myself less seriously.’

4.2. Subjects’ recognition of the intended malfunction of the BMI system

When the robotic arm moved in an unexpected way, how did they recognise this? Subjects’ feelings
about such a move, which were talked about during the experiment, are summarised in Table 3. All
subjects considered that the movement of the arm, which pretended the malfunction of the BMI
system, was their faults or due to their failure.

Table 3. Feelings about unexpected moves of the robotic arm.

Q: Why do you consider the robotic arm moved in an unexpected way?

1

It’s due to my changing the position of my hands. | didn’t do anything else in particular. | think that when
it moved toward the near side, so did my hands.

| highly concentrated my mind on pushing the arm, after attempting to pull it lightly in my head. | can
guess this caused its strange movement. But, | cannot understand why. | don’t think the robot made a
mistake. I'm a little bit confused.

Maybe because | attempted to move the arm anyway — not to push it toward the back —in my head, the
arm moved toward the near side. In the beginning of the experiment, | understood that the robotic arm
could turn to any direction, and this was embedded in my memory. So, | might unconsciously consider
that ‘to move the arm’ is to it anyway, and because of this, the arm turned toward the near side. My
unconscious mind was read by the system, and consequently the arms turned toward the back and near
side. I don’t think that the robot was out of order, but something was wrong with my attempt in my head.
| don’t feel that there was some coding error.

| consciously stopped my attempt to move the robotic arm in my head — actually, | considered nothing
then — but, the arm moved toward the different direction. My mental operation didn’t work well. | had
several successful attempts, but the last one took a little time and maybe | became impatient or a little bit
upset. | told myself ‘relax, relax’, but then the arm moved. | didn’t think anything in particular. Perhaps
my impatience resulted in such a strange movement.

If several kinds of movements of the robotic arm were preprogrammed, it would move in accordance with
the programs. But, | don’t have any evidence about this, and | think I’'m completely wrong. If my brain
signal patterns were steady, the machine arm would not malfunctioned at all. | think that my brain signal
patterns were somewhat unstable, so my attempt to move the arm in my head was misinterpreted,
leading to the strange move of the arm.

4.3. The recognitions of enhanced abilities enabled by the BMI system

Subjects’ recognition of their abilities enhanced by the BMI system, which was questioned about after
the experiments, were mixed, as shown in Table 4.
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Table 4. The recognition of enhanced ability.

Q: Do you think your ability was enhanced by using the robotic arm?

1 | I don’t think my ability was enhanced, at least in the sense that the arm was not part of my body. It was,
| felt, rather like my buddy or a replacement of my hand outside my body. If the arm showed its functions
better than my hand’s, | would feel my ability was enhanced. But, as long as the arm is outside my body,
all 1 can do is that | operate it as intended. (How would you feel, if there were many robotic arms at home
and they performed household chores instead of you?) In that case, also, my ability would not be
enhanced, but | could just control the convenient tools.

2 | I don’t think so, because | couldn’t really imagine the robotic arm’s move, though it moved. If | get used
to operate it, or if it has similar traits and appearance to a human arm and has fingers to pick something
up, | might think so. In that case, | might be able to feel it was my own arm. In reality, my physical ability
was decreased, because | did not move the arm with my body.

3 | | had a sense that my ability was enhanced a little. I'll become better at operating the robotic arm, if |
train myself a bit more. If we have robots at home and workplace which can be controlled by our mind,
our capability will surely be increased. In addition, the environment surrounding robots plays a key role.
If such robots become available to anyone, human beings will evolve to a new level. We’ll be able to do
what we can’t do now.

4 | The experiment brought a brand-new experience to me. | felt my ability was improved, and | was
enhanced. If | can operate the robotic arm as if it were one of my limbs, I'll surely feel that | become more
able. | cannot imagine any opposite situation.

5 | My ability was expanded, but not strengthened. Thanks to the robotic arm, my arm’s reach was
expanded, but this is not the improvement of my ability. The arm is just a tool. If my ability to use this
tool is better than others’, then my ability is improved. But, if | rely on it too much, my ability will be
weakened because I'll less engage in physical work.

4.4. The attitudes to the application of BMI technology

After the experiment, each subject was asked to answer the questions about possible application of
BMI technology in daily life and the risks entailed in it. The results are shown in Table 5. While almost
all of subjects considered the technology as the useful devices for their daily life, some of them
mentioned the risks caused by malfunction of a BMI system.

Table 5. Attitudes to the application of BMI technology in daily life.

Q: In your daily life, for what kind of work or activity do you want BMI technology to be applied? Is there any
risk or problem such application would entail?

1| Simple tasks like housework.

2 | I'd like to become able to remotely turn on and off an air conditioner and other appliances using a BMI.
But, I'm concerned about malfunction of the system and brain damage it would give.

3| | hope smart home environment will be created. In a business setting, | want to finish simple,
miscellaneous tasks (such as responses to emails) before commuting to work using a BMI . But, any trouble
caused by the malfunction of the technology is problematic.

4| | would like to use a BMI to regulate my life such as maintaining good sleep habits. I’'m afraid hacking into
or malfunction of such a BMI system would bring serious danger such as an individual user’s falling asleep
suddenly during the day.

5| Mail order of daily necessities and social networking service handling. Problems are malfunction of the
BMI system, and so on.

After the experiment, they were asked to give written responses to the question about expected
application fields of BMI technology, and the following fields were mentioned: construction industry,
disaster support, medical field including disability aid, physical labour support, advanced intellectual

Societal Challenges in the Smart Society 87



2. Cyborg: A Cross Cultural Observatory

activity support and entertainment including games. In addition, when subjects were asked about the
situations in which an implantable BMI are used, almost all of respondents expressed their concern
about malfunction of it. For example, Subject 4 and 5 pointed out the risky phenomenon regarding
implantable BMI use as well as the benefit of it as follows.

Subject 4: ‘This should never be used with a war objective. I’'m worried about the advent of pain-
insensitive or excessively fearless soldiers by using this brain chip. In addition, the use of this
implantable chip could bring about a socio-economic gap between the haves and have-nots.
This can’t function as a scholarship, though a brain chip to enhance an implantee’s learning
capability sounds a good idea.’

Subject 5: ‘I don’t like to be implanted it, even if | can’t deny the implantation. If it can be
implanted and removed at will, it may be acceptable. | never want to be implanted it for safety
reasons and given the risk of brain damage. If its use becomes widespread in society, | may want
to use it. If | can’t live without it, then | will use.’

4.5. The attitudes to personal data collections by a BMI device

Other questions asked after the experiment pertained to subjects’ awareness of data collection by the
BMI system. The answers to the questions are shown in Tables 6 and 7. As described in Table 7, a
subject expressed his concern about misuse of those data, whereas other subjects thought that brain
signal data were not sensitive.

Table 6. Attitudes to EEG data collection.

Q: How did you feel about the EEG’s collecting data of you?

1 | No problem at all.

2 | It was a little uncomfortable, because | had never put something like that (the EEG) on my head. | am
interested in it, but | know nothing about any technological feature of it.

3 | I don’t feel any aversion. | think it is because | am ignorant about the technology. | wonder what can be
found from my brain signal, and I think no one wants to look into my heart. There may be no relationship
between one’s thought and brain signal. It's no problem for me that my brain signals are read and used.

4 | It's not uncomfortable for me at all. | don’t want my mental states to be grasped as an image, but because
I don’t think the brain signal does not convey details of that image, it is OK. On the other hand, it’s not
pleased for me that my mental states are grasped in detail by others.

5 | I don’t recognise any risk. | hate to think that my thinking patterns are read by someone else. But, | don’t

feel bad about someone else’s acquiring my detailed brain signals.

Table 7. Attitude to brain signal data collected by the EEG.

Q: Do you think that brain signal data the EEG collects need to be protected carefully as sensitive personal
data? What do you think if your brain signal data are utilised for lie detection?

1

It’s not too bad for me that the brain signal data are used to read my emotions or for lie detection. |
believe my brain signals represent what | think more accurately than my recognition of it. But, | don’t feel
that the data are my personal information.

From such data, | can learn about my own physical condition that others can’t see. It is okay that | look at
the data. Whether other people can see the data or not is decided on a case-by-case basis. If specialists
look at my data, they will find out everything about me. But, anyone other than them can’t do this, so the
data are not sensitive. If | am an employee and my condition was evaluated by my employer based on my
brain signals, they demonstrate my true condition. | can use the data to explain my condition rationally.
In the case of a lie detector, the brain signals do not express everything. It is only one of many things that
can be used to decide whether I'm a liar or not. Brain signal data are not sensitive from my personal
viewpoint.
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| agree that a certain protection is needed. Perhaps it is the same as when it comes to marketing. As long
as my personal information is provided to researchers of brain signal, | hope my data is managed properly.
It’s a little bit sensitive, isn’t it? A lie can be detected by how nervous you are — this is rather sensitive.
But, compared with other kind of personal information, | don’t think brain signals are sensitive.

I think brain signal data should be managed properly, because not all of us feel good about arbitrary usage
of the data. If a lie is detected using the data in real time, such data usage will pose a problem for ordinary
human communication. | think brain signal data is particularly important personal information, more than
other kinds of one. If my brain signal data are handed to others and used to evaluate me, this is really
terrible.

| think emotions are personal information that can’t be hidden. Because | don’t trust machines, | pay no
mind to whether machines handle my information or not. Information gained from machine processing is
not necessarily correct, and we can treat it as merely one of many. | would provide information if its price
is appropriate. | think brain signal data are not sensitive because the information is constantly changing.

4.6. The recognitions of legal regulations for BMI usage

Finally, the question concerning respondents’ recognition of the necessity of legal regulations for BMI
use was asked. The outcomes are shown in Table 8. Except Subject 1, all subjects recognised the
necessity of legal restriction on BMI usage.

Table 8. The necessity of legal restriction on BMI usage.

Q: Do you think legal restrictions on BMI devices usage is necessary?

1

I don’t think it should be regulated by law. In a company, better standards or rules can be set up. The rules
don’t need to contain a punitive clause. It's a company’s job to set their own standard as to how to deal
with the information they collect. They can certainly decide on it, because this relates to their productivity.

| think it is necessary. Training for using BMI devices in accordance with the regulation is absolutely
necessary. If this is conducted well, we don’t need to worry about any problematic use of them. If the
devices are connected to appliances at home to control them, any malfunction of them can be prevented.
If the devices are used for military purposes, their users have to be trained harder. It is necessary to
establish a clear criterion in your mind of acceptable usage of the devices. | can’t think of any justifiable
reason for using them at work. It is better that the users have the right to claim information disclosure on
the devices.

Regulations are necessary. Even if risks are explained, some people would be suspicious about it. (In terms
of using the brain signal to manage employees) While this may be rational, | personally and instinctively
feel uncomfortable about this. In this regard, | feel regulation may be necessary. (If a person works with
such BMI devices, how do you think?) | would be envious of him/her. But, if it comes to a member of my
family or someone close to me, | would be worried about whether they would be harmed by the device
use.

Regulations are necessary. Such a device can be used by criminals to commit violence, murders and
abduction. We need to know how to use it, and to have an established way to stop its functioning by the
police. | agree that the police can use it, but obviously this is not the case when it comes to miscarriages
of justice and crime committed by the police.

Some crisis awareness is necessary. | don’t know what to think about the risks. Because the risks are
invisible, we should be more cautious. There is a possibility that some people would face an irrational
situation in which a decision is made based on brain signals, such as in an analysis of emotions. This is
meaningful information for those in a customer-facing industry. Standardising human feeling leads to
impoverishment, but it cannot deal with diversity of humanity.

5. DISCUSSIONS

Through the experiments and subsequent interview and questionnaire surveys regarding BMI devices
and systems, the authors gained the following findings and insights.
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—  Operability of BMI: There was a wide range of variations in subjects’ recognition of the
operability of the BMI system. This may have depended on the accuracy of the BMI devices;
therefore, improvements in experimental devices such as changes in default settings used by
experimental systems should be reconsidered. On the other hand, the subjects seemed to
develop original ideas regarding how the robotic arm could be moved by their brain signals;
they subsequently attempted to explain their own interpretation, and some of them
subjectively experienced physical synchronisation of their body move with the robotic arm’s
one. Similarities between the methods, which may be found with repetition of the
experiments among the subjects, could be useful for understanding the deep relationships
between physical movement and brain function and/or to examine how human recognitions
and feelings are strongly related to physical body movements.

— Recognition of responsibilities to operate a BMI device: When the robotic arm moved in an
unintended way, the common responses by all subjects was to assume that it was their faults
or due to their failure to emit correct brain signals. These results may have been caused by
the authors’ explanation or by the experimental environment; therefore, there is a need to
re-examine the experimental situation. Alternately, their attitudes may imply that the users
of information systems or cyborg devices tend to have higher recipiency or to feel a
responsibility for the misconduct. Furthermore, it may be difficult to consider various
possibilities and reasons around the malfunction of the system when the default settings are
given and explained.

— Self-enhancement, enhanced abilities: While the subjects recorded various opinions and
feelings about their enhanced abilities enabled by BMI devices, there is the possibility that
their feelings and awareness of the BMI devices may change when the experiments are
repeated and they become able to operate the robotic arm more effectively. Therefore, it is
necessary to evaluate their own awareness of their enhanced ability and self-consciousness
with BMI devices in continuous manner.

—  Risk awareness on development and usage of BMI: Throughout this study, it seems from the
data that the subjects expressed their recognition regarding the use of BMI more concretely
than they would have done if they had merely completed a questionnaire or interview survey
without the experiment. In this regard, the experiment itself had an educational effect in
terms of information ethics to analyse the social influence of emerging technologies, such as
cyborg technologies. While the subjects were aware of the risks caused by malfunction or
unintended movements of BMI devices and the necessity of regulations, they also had
unarticulated anxiety about them. Furthermore, the invasion of privacy issues related to the
collection of brain signal data and its analysis may have been difficult for the subjects to
imagine. Then, it may be required that the interview sheets and question items should be
revised to be easier to respond for the subjects.

6. CONCLUSIONS

As a first step in examining the ethical aspects of BMI usage, this exploratory survey conducted
qualitative investigations of BMI usage of five data subjects. Through the investigations, subjects’
personal experience of BMI usage and their expectations and ethical concerns about using BMI devices
were investigated. While the number of subjects was small, these outcomes provided valuable insights
for the development of more appropriate experimental environments and questionnaire sheets.
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As these results and subject responses imply, the development and application of BMI devices face
plenty of operational challenges and controversial ethical issues; the acceptance of body extension,
awareness on protection of brain signal data, the necessity to restriction. Moreover, considering all
subjects in this study are university students who have represented their opinions and feelings to a
certain degree, if the experiment for the professionals and researchers conducted, they may emit more
specific opinions on the survey. With many kinds of research, future challenges and ethical issues
regarding BMI technologies should be addressed in an ongoing manner.
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ABSTRACT

It has been recognised that students of Information & Communication Technologies (ICT) tend
to find their majors more of a challenge than their peers from any other course. That has a
significant impact on their retention and engagement within the subject taught. What makes
the content difficult to grasp is the fact that it is usually full of abstractive concepts that students
tend to silo from those learnt on different modules, so they miss their chance to build an in-
deep understanding of the topic. Hence, threshold concepts have been introduced to help
students focus on what is vital and construct their understanding of the topic by organising
troublesome content. Teaching social, ethical, and professional aspects of ICT additionally
requires bringing up different perspectives to give learners the ability to discuss — and reflect
critically. Therefore, the paper establishes a theoretical framework for incorporating ethical and
professional values into curricula and raising the awareness of students regarding the relevance
of such values for their sustainable ICT professional development. The students, by engaging in
communicative learning, not only build up their self-esteem but also get a space to experiment
with technologies they will soon be developing and discuss any concerns that may affect their
development as professionals ready to enter the labour market.

KEYWORDS: Ethics; Lego Serious Play; Curriculum; ICT; Constructivism; Threshold concept.

1. INTRODUCTION

Modern businesses are increasingly demanded by society to comply with the standards of
Corporate Social Responsibility (CSR) (Kim & Han, 2019; Patrignani & Kavathatzopoulos, 2016).
Not only failing to meet these standards exposes an organization to several risks — such as
contributing to environmental or corruption-related scandals, consumer boycott, or even state
intervention — but also prevents the organization from taking advantage of certain
opportunities. Such opportunities may include, but are not limited to, increasing brand
recognition, attracting investors, increase workforce commitment, retaining consumer loyalty,
or improving the bottom line. Over last few weeks, together with the outbreak of COVID-19, we
observe a number of examples when companies and governments are taking advantage of the
situation and putting privacy and data of civilians at risk (Stein, 2020).

One might argue that computer professionals are in a specific position in the context of this
trend. On the one hand, the level of their access to corporate data often makes them vital links
in keeping an eye on CSR of parent organizations. On the other, they often elude institutional
CSR programs due to the high demand for IT professionals on both the freelancers and start-ups
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markets. Therefore, raising awareness regarding the potential impact of their decisions on
individuals, society and environment among future computing professionals cannot be
overestimated.

The title of this paper has been inspired by the movement called ethics in bricks that uses
popular Lego bricks to disseminate and explain some of the ethical dilemmas and concepts on
Social Media (Twitter, Facebook and Instagram). This paper aims at presenting first stages of R=T
(i.e. research equals teaching) study on how to make some troublesome content popular and
easier to understand and equip students in soft skills that are not the most natural one for those
studying computer science. It is computer ethics that is among the topics covered by such
content. The originality of the research lies in:

— identifying the needs of different stakeholders involved in the educational process —
including students, teachers, Information & Communication Technologies (ICT) industry,
society, and professional bodies like BCS, IEEE, or ACM (Tassone et al., 2018; Voskoglou
& Buckley, 2012);

— putting the threshold concept, fundamental ideas, and transformative learning as lenses
that helped the researchers to see the face value of explored phenomena to work;

— seeking the synergy of multiple methods — including Design Thinking (DT), i.e. a solution-
based approach to finding what would-be users really need (Dam & Siang, 2018);

— adoption of the Lego Serious Play and reframing.

Following the Introduction, the contributors provide an overview of the problem and related
literature studies in section 2. The third section outlines the research approach taken. Next, the
theoretical framework for this research is elaborated. The framework aims at delivering a set of
guidelines on how ethical and professional values should be incorporated into curricula and
presented to students, so they see such values as must-have competencies for their sustainable
development that meets today’s and future job market needs. The findings so far are introduced
in section 5, followed by the conclusions.

2. RESEARCH BACKGROUND
2.1. Why shall we bother?

Prof. Simon Rogerson (2010) —the founder and former director of the Centre for Computing and
Social Responsibility at the De Montfort University in Leicester, the first centre of such type in
Europe — naming benefits and disadvantages of technological innovation claims that people
becoming addicted to digital amenities are inclined to unreflectively accept them without
considering or not being aware of their impact. This assessment is still valid a decade later, as
confirmed by Patrignani and Whitehouse (2018). The number of domains going through a digital
transformation driven by the industry, business and governments in a physical, psychological
and economic way being driven by the ICT industry, business and governments. Many of those
have already been discussed on several occasions during the ETHICOMP conference series. All
the impact that technology may have needs to be understood and properly addressed. Didactic,
social, ethical and professional aspects of computing seem to be a must for those who are
entering the profession so that they are equipped in the right skillset and knowledge to make
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relevant decisions in their workplaces. In his speech for Orkney College, University of the
Highlands & Islands, Rogerson (2019) argues that one needs to look after the least in power, i.e.
members of the society who have no capability to take care of themselves against the negative
impact of technological development.

There is an expectation that computing-related courses ought to be accredited by professional
bodies such as BCS to ensure that the students gain industry-standard training/skills and are
prepared for employment upon graduation (Times Higher Education, 2017). Both honesty and
ethicality are included on the list of skills that are highly demanded by the labour market
(Chartered Management Institute, 2018; Lindley et al., 2013). Therefore, it seems to be vital to
provide future computing professionals with the relevant information regarding their potential
impact on individuals, society and environment (Tassone et al., 2018; Voskoglou & Buckley,
2012) on top of the knowledge on some more technical aspects of system development.

2.2. How to teach computer ethics?

Costa and Pawlak (2018) in their abstract submitted to ETHICOMP2018 summarise some
previously expressed views on how practical computer ethics should look like. They bring up an
assessment by Soraker (2010) who highlights that (1) the bulk of computer ethics-related
literature is directed towards other computer ethicists; (2) is simply boring; (3) explore self-
evident topics; (4) is irrelevant to the actual practice of software engineering. Another
highlighted view comes from Connolly and Fedoruk (2014). They state that education in
computer ethics is theoretically unsound and empirically under-supported. Moreover, ICT
professionals need to explicitly understand the social contexts of computing — while faculty staff
ought to put significantly less focus on ethical evaluation. Costa and Pawlak (2018) argue that
despite the case studies, recent publications continue a strategy that features a lack of social
context or people’s behaviour/physiological response. Rogerson (2019), in turn, sees the value
in encouraging students to debate real-life problems and try to look for both problems and
solutions by discussing given topics. This approach needs to involve both rigour and justification
that come from students’ qualitative reflections.

The article written by Portela (2017) may come handy here. The authors describe their
educational model based on Kolb’s learning cycle and Gary et al.’s (2013) iterative teaching
methodology. The latter integrates preparation, experimenting, reflecting and
conceptualisation to evolve students’ competencies and was validated in practice. Similarly,
Portela’s model combines:

— preparatory exercise — reading of technical articles (that requires the verbal-linguistic
intelligence) or watching relevant video materials (what in turn is related to the spatial-
visual intelligence);

— followed by discussions of case studies to understand the state of the art (logical
intelligence);

— problem-based learning — the execution of practical exercises (bodily-kinaesthetic
intelligence);

— gamification that helps to contextualise problem (spatial-visual intelligence);

— and reflection (intrapersonal intelligence).
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This approach not only involves practice — but also refers to multiple intelligences theory and
ways how people learn as defined by Gardner (2011). Such a mix satisfies UDL (Universal Design
for Learning) principles that involve providing flexible (1) study resources; (2) ways to learn; and
(3) ways to demonstrate knowledge and makes this approach even more inclusive
(Marcinkowski, Carroll-Mayer & Plotka, 2020). Rogerson (2019) adapts the contributions by
Confucius (450 BC) and Aristotle (349 BC) to contemporary conditions by highlighting the value
of learning ICT by doing and experimenting; members of academia simply allow computing
completing their courses and joining other professionals without understanding technology, its
impact on the society and taking full responsibility of their actions or inaction. On top of that,
participative learning is only possible should colleges and universities move from tutor- to
student-led teaching, where — as observed by Carruthers (1953) — lecturers make themselves
“progressively unnecessary”.

3. RESEARCH APPROACH

To build pedagogical capacity in computing for the benefit of the student and future computing,
we sought an answer to the following question: what is the best way to incorporate social,
ethical and professional aspects into a computing curriculum? In this project, a multi-method
approach was used. Years of domain-related practice that featured a number of empirical cases
allowed the authors of the paper to make the DT a centric component of the research design.
DT, as a solution-based approach that allows testing different ideas, suits well the project helps
to find out what users really need (Dam & Siang, 2018). The approach to data collection was
inspired by inter-relationship cycle suggested by Rowe (2002) and Weyman (2007) as it is shown
in Figure 1.

Figure 1. Design Thinking.

Question

Observation

Source: self-elaboration based on Rowe (2002)

Employing a few techniques as a part of the multi-method approach enabled examining both
the current theory and practical experiences as well as opinions (Weyman, 2007). Namely,
capturing different perspectives and building a bigger picture helped, in a pragmatic manner, to
better understand the context of the problem. Such an approach is consistent with a number of
well-described examples (Cavallo & Ireland, 2014; Merali & Allen, 2011). Therefore, the overall
project in some ways requires a thoughtful and holistic approach. Also, the DT method is open
for creative techniques using LSP to generate (ideation phase) and synthesis data gives very good
results.

98 Mario Arias-Oliva, Jorge Pelegrin-Borondo, Kiyoshi Murata, Ana Maria Lara Palma (Eds.)



COMPUTER ETHICS IN BRICKS

4. THEORETICAL FRAMEWORK

Development of guidelines for the computing-related curriculum that includes social, ethical and
professional aspects through hands-on activities required adapting some theoretical framework.
The theoretical framework is a way that any researcher looks at the world that allows him/her
to get inside the problem within the investigated context. In this study that lenses that helped
the researchers see the face value of explored phenomena are a combination of a threshold
concept, fundamental ideas and transformative learning.

4.1. Through practitioner community to a sense of belonging and security

Students of computing courses — as per their disadvantaged background, lack of maturity or fact
that computing courses are perceived as “nerdy” — are likely to struggle with identity (Gordon,
2016). This impacts their confidence and engagement with the group/content taught as well as
a will to remain part of their groups (courses). As explained by Lave and Wenger (1991) in their
works on practitioner community, people, students and teachers must engage fully (physically,
emotionally as well as with their relations and thinking) into active learning together. That social
regulation of education not only reinforces their learning and understanding the subject. It also
impacts their sense of belonging and sense of security through being recognised as valid
members of the group throughout their progress from newcomers to advanced participants —
which helps to negotiate their identities. Such depersonalisation is understood as a change of
perception of the individual in respect to the group conditions becoming a part of the group
when their reach the level of their social identity that enables them to place themselves within
that group, engage (Hogg & Terry, 2000).

Davies (2006) also emphasises the importance of a community that shares the same way of
thinking and practise across a learning process. By interacting with people, a learner may
construct their perspective on the world in line with a community point of view — but without
taking ownership for their own understanding of the subject (Wenger, 1999). Unless they make
a conscious decision whether they want to be part of it or stay outside of the discourse (should
their way of seeing the world did not correspond with the point of view of the community), they
may be unable to see the world through their lenses. This approach makes a difference between
students being only able to repeat the content and those who apply it successfully. People who
acquire knowledge through real-world or realistic experience (learning and acting) get a better
understanding of the meaning of the subject and the world. According to Brown, Collins and
Doguid (1988), even should there be an initial decrease in understanding, it eventually enables
opening perspective and results in learning to become a life-long process. Building a relationship
within the discipline and/or community may impact students’ way of thinking about their
potential more than their actual performance. Causing or reinforcing well-being and mental
health is more important to those who are first-generation students enrolled in higher education
(Stebleton, Soria & Huesman Jr, 2014). However, a false sense of security may lead the higher-
year computing students to build on their misconception of what they know and are able to do
as a result of surface knowledge (Gary, 2015). As students find difficult to link together
previously acquired knowledge Gary finds it challenging to quiz students on what they may know
or not, and, subsequently, encourage to transfer into deeper learning. The authors of this paper
based on their practice over years observed a similar phenomenon: students, especially the
knowledgeable ones, tend to be afraid of the questions that do not come directly from the
coursebook and are more likely to challenge the teachers regarding their approach. The students
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do not like any deviation from the way they were taught so far. Also, they like to know
beforehand what questions are going to be there — so that they can prepare. They are reluctant
to sail into uncharted waters because they may not succeed — expressing the fear of failure.
Hence, one of the possible means to pave the way for depersonalisation could be by imposing
certain rules — such as telling a coherent story behind a model, just as it takes place in Lego®
Serious Play™ (LSP®) (Harn, 2018).

Why are social, ethical and professional aspects of computing any different from any subject
discussed during Computer Science, Software Engineering, ICT and other similar courses? This
kind of content expects students to employ lots of skills that are not usually required when
completing other modules. Those skills include, but are not limited to, critical thinking, debating,
evidencing their arguments and reflection. Any ethical aspects can be found contra-intuitive as
they naturally allow for discussion where people may disagree about “what” to do rather than
“why” to do it (Greene, 2015). Additionally, learning computer ethics requires participation in
the group and approaching real-world problems — what, as previously mentioned, proves to be
a significant challenge for computing students. Therefore, looking for a suitable learning tool is
important to look for the one that helps properly to address that challenge.

4.2, Dealing with troublesome knowledge

The moment of “getting it” is like lighting bulb effect: students are now able to see what used
to be invisible and read between the lines. Eckerdal et al. (2007) observed that effect moving
from “limen” (Latin equiv. for threshold) to limen (light, an opening) when learners leaving
liminal space (liminality as a state of being in-between) after a while of getting stuck there or
reaching an in-deep understanding of the subject. They dubbed it a sudden insight. Individuals,
in line with principles of constructivism, are actively constructing their knowledge and transfer
their understanding of the topic (Clancy, 2004; Eckerdal et al., 2006). However, being overloaded
with new concepts, linking new and existing knowledge (moving from known to unfamiliar
contexts) in silos from other related modules may lead to misconception. According to Eckerdal
et al. (2006), isolating knowledge acquired across different modules does not help a student to
transfer and a link between subjects the knowledge that could enable them to get an in-depth
understanding of the topic. The way to overcome this problem could be by introducing threshold
concepts — i.e. subsets of the core concepts in the discipline (Eckerdal, et al., 2006) that help to
organise content taught and to focus on what is the most important. Nicola-Richmond, Pépin
and Larkin (2018) stress that once a threshold concept is grasped, the world is changed forever.
In their article, they discuss lighting bulb moments with the participants of their study run in the
healthcare environment. They also observe that it is not so much about acquiring the skills and
knowledge required by the curriculum but about the transition from student to professional
mentality. Rogerson (2019) calls it an experimental journey of maturity: the ability to truly
understand and confidently apply the knowledge into practice. In result, students not only
master technical knowledge (what?) but do it in a way (how?) so they make a positive impact as
well. To really understand something, it is expected from learners’ not just to memorise facts
and understand how to apply the rules, but rather to actively look for an opportunity to
construct their knowledge based on the experience of learning with others — as only this
guarantee being exposed to different perspectives (Walker, 2013). This comes very useful in
teaching social, ethical and professional aspects of computing, where the learning process ought
to take into account familiarising with such rules as code of ethics and conducts, applying those
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in an analysed situation, but also discussing different scenarios and challenging status quo. It
seems to be obvious that in order to be able to see things in a different way one needs to be
exposed to different perspectives. Suggested by Gary et al. (2013) and promoted by Portela
(2017), the iterative teaching methodology sets an order of delivering content in a way that
process starts with a theoretical introduction of the topic and follows through group discussion
of possible options, practical application, and — finally — reflection.

This research uses the threshold concept, one of the educational principles to make teaching
computer ethics more effective. Threshold concepts introduced by Mayer and Land (2003)
enable a new way of thinking about a phenomenon, thus enhancing the students’ ability to
master their subjects (Advance HE, 2015). Identification of threshold concepts may start with
pinpointing a list of core ideas — like, proposed by Schwill (1994), fundamental ideas. It is worth
to bring back here the vertical character of fundamental ideas that implies teaching the same
aspects at different levels, with making them more and more complex by adding additional
details as we progress. It can be equated to growth within a community from adept/newcomer
(outsider, or a person who just joined) to a full member (insider).

Irvine and Carmichael (2009) explain that since threshold concepts depend on the context, they
quickly become a point of focus to build a shared understanding of ideas covered within a
practitioner or expert community — what makes them very useful in professional learning.
Participation (dialogical) metaphor, unlike acquisition (monological) metaphor, requires building
knowledge as a part of the community that shares the space and object of their development.
That can, of course, be a practitioner community. Wegner (2011) describes it in terms of a group
of people who, intentionally or incidentally, work hand in hand on a collective goal. Such a
community could be an Indian tribe, rock band or students trying to understand a subject taught
—as originally introduced by Lave and Wenger (1991) in their learning model. To ensure that this
collective, in fact, forms a practitioner community there must be: (1) a shared interest; (2)
members’ cooperation while performing tasks; (3) practice involved. Concept of newcomers
joining a group of professionals to learn and becoming part of the community through legitimate
peripheral participation was introduced by Lave and Wenger (1991) and explored by Allen
(2005). The former authors, similarly to Clouder (2005), remark usefulness of the threshold
concept in confronting students with range aspects of dilemmas coming from the subject learnt.
These threshold concepts could be therefore what Nissani (1995) calls distinctive components —
that describe specific ways of approaching a problem for each discipline and include its
important elements. It is particularly important when it comes to creating new knowledge within
interdisciplinary research.

Taking different perspectives, for instance during discussing the topic with colleagues within the
practitioner community, provides principles for interpreting (Mezirow, 1990). Action bereave of
reflection becomes habitual while reflective action may lead to further reflection (critical
reflection) on the process — such as learning. To develop critical reflection, one needs to allow
their presuppositions to be challenged and revised. Therefore, a reflective thinker makes an
informed decision based on collected evidence to support his/her judgment. The ability to
critically see own action and inaction is crucial in understanding social, ethical and professional
aspects of computing.
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4.3. Lego ® Serious Play™ and reframing

As the threshold concept is often described as troublesome, knowledge teaching requires an
approach that helps students with engaging effectively in their own learning process (Barton &
James, 2017). Namely, using metaphors and applying active and creative methods such as Lego
Serious Play and reframing seems to produce a very positive outcome. Lego® Serious Play® (LSP)
is @ method introduced in the ‘90s of the XX century by Kristiensen, Victor and Roos. It was
popularised (as an open-source) in 2010 by the Lego Group to support communication and
problem-solving. LSP can be used as an alternative tool to ideate (brainstorm) and conceptualise
the outcomes — for example during meetings or focus groups. In LSP®, bricks become mediators
that enable participants to answer even the questions that seem to be very abstract at the
beginning through the story (Barton & James, 2017).

It has been recognised that cognitive processes — such as learning and memory — are highly
influenced by the way people use their bodies to interact with the physical world (Gauntlett,
2010). For example, “talking and thinking with hands” by employing social constructivism
principles and facilitating physical interaction with the properties of the problem in a more
natural way (Vallée-Tourangeau & Vallée-Tourangeau, 2016), proved to be a powerful way of
overcoming some barriers with expressing an opinion and reflecting on own work or discussed
topic (Executive Discovery, 2014). Together with depersonalisation, thinking with hands makes
a way to develop perspective thinking that (1) helps to embrace a diversity of learning needs;
and (2) enhances the sense of security through the narrative process and reframing personal
experience (Harn, 2018).

Reframing is another cognitive technique that could be successfully used to assist students in
building up their confidence in their skills. It breaks a problem down into layers by going through
questions: what - who - when - where - why. The approach shows similarity to the one
presented in Kipling’s poem Six honest serving men — although the latter introduces an
additional question: “how”. As observed by Reeve (2014) during her work with Art & Design
students, this approach helps to think of study direction, the context of the problem as well as
generate and synthesis new ideas. It also enables focusing on a single aspect at the time,
reframing way of thinking about the subject (James & Brookfield, 2014), and, by going through
different frames, visualise thought process (English, 2011). Once frames are completed,
students get a better understanding of the complexity of their topic (Reeve, 2014). In turn, when
they read back, the order is reversed and starts with “why” for a better storyline.

Both LSP and reframing enable people to reflect on their experiences and rethink them, ensuring
their sense of security at the same time. Reframing, as a way to look at the discussed situation
from a different angle, enables changing or adjusting further move towards the innovative
problem-solving. According to Anderson (2019), storytelling constitutes a powerful
communication tool. A story is a way to show the other person perspective. By listening or
sharing a story, people develop empathy and build a relationship with each other (Snow &
Lazauskas, 2018).

5. PRELIMINARY RESULTS

As per data collected in accordance with the adopted research approach, the authors of this
paper learnt that the proposed iterative approach helps a student to achieve a lighting bulb
effect. The flexibility of study resources, ways of learning and demonstrating knowledge in our
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experience makes this approach truly UDL-friendly by addressing different learning needs and
preferences. Not every student experienced the moment of revelation at the same point of time,
or when performing the same type of activity. Some got it during more traditional activities —
e.g. while answering questions set up by tutor. Others through practical activities, like building
LEGO models and elaborating stories behind them, or during a reflective group discussion over
their shared model. Talking through some concepts in a classroom environment helps to
eliminate extremes and behaviours that are not accepted by the group. Some of the students
still struggled. That said, as this approach helps them confront a sense of security and open
themselves to different perspectives and needs, the number of students who may feel left
behind decreases. It is the discussion on copyrights jointly with researchers that may serve as
an example to back this mechanics up. Is it socially justified to download content that is not
meant for open use without paying for that? Despite some legal environments that allow it for
private use exclusively, the group opted for the position that individuals presenting pro-
downloading arguments were just seeking to provide a rationale and to justify their theft.

One occasion when authors had a chance to apply their approach was the 90-minute-long ACM
celebration of women in computing workshop (including methodological introduction and a
hands-on activity performed by participants) in Rome, 2019. During the practical part, the
participants divided into two groups of nine were asked how to build a positive ICT future and
an inclusive society in the Information Age. Even though they initially found question far too
abstract, they ultimately managed to come up with their own model and communicate its story
to the rest of the team. And then, jointly as a group, they combined the components into a
shared idea (Figure 2). Constructing models was followed up by the discussion on what is
important in becoming an ICT professional with a human-centred approach.

Figure 2. ICT student pathway towards professionalism and a human-centred cycle of learning.

This event help contributors to check first hand in practice how LSP can (1) help people deal
even with initially very abstractive idea, (2) bring together on the same page people from
different backgrounds making creating a group out of them within a relatively short time. That
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was also observed by the teachers who participated in the workshop. One of them declared to
buy LEGO to use in their classroom with their students.

6. CONCLUSIONS

As both the research background and the preliminary outcomes of the study demonstrate, there
is a need to create an environment where they can explore their course subjects and have an
opportunity to practice what they have learnt. It is especially noticeable in the computing
domain —where students seem more likely to be disengaged and fail. Knowledge transfer should
be based on the practitioner community, where students can explore metaphors and discuss
abstraction — as one of the leading concepts in computing. At the same time, a sense of security
ought to be ensured, so students were not afraid to explore given topics. Building a practitioner
community aids in teaching regular computing modules, and may help in teaching social, ethical
and professional aspects of computing on top of that. As the latter might be considered highly
subjective — probably more than any other subject within this domain — it is crucial that students
engaged with the topic and came across perspectives different than their own. Students should
become a part of a community where they are exposed to experimentation, involved in
discussions, argumentation, practical tasks etc. In our humble opinion, it is the optimal way to
build up critical thinking — by being a part of the community, practitioners’” community in
particular, and continuously engaged.

ACKNOWLEDGEMENTS

The authors of the current paper would like to extend their sincere thanks to Dorota Filipczuk
and Ruth Lennon. Without their contribution, the workshop in Rome would not have a shape it
ultimately had.

REFERENCES

Advance HE (2015). Threshold Concepts. Retrieved from https://www.heacademy.ac.uk/
knowledge-hub/threshold-concepts

Allen, V. (2005). A reflection on Teaching Law to Business Students. In Proceedings of the Society
for Research into Higher Education Conference. Edinburgh: University of Edinburgh.

Anderson, C. (2019). Storytelling Is a Powerful Communication Tool — Here’s How to Use It, from
TED. Retrieved from https://ideas.ted.com/storytelling-is-a-powerful-communication-tool-
heres-how-to-use-it-from-ted

Barton, G., & James, A. (2017). Threshold Concepts, LEGO Serious Play® and Whole Systems
Thinking: Towards a Combined Methodology. Practice and Evidence of Scholarship of
Teaching and Learning in Higher Education, 12(2), 249-271.

Brown, J., Collins, A., & Duguid, P. (1988). Situated Cognition and the Culture of Learning [Report
No. 6886]. Cambridge, MA: Bolt Beranek and Newman Inc.

Carruthers, T.J. (1953). Discipline as a Means of Development. The Phi Delta Kappan, 35(3), 137-
139.

104 Mario Arias-Oliva, Jorge Pelegrin-Borondo, Kiyoshi Murata, Ana Maria Lara Palma (Eds.)



COMPUTER ETHICS IN BRICKS

Cavallo, A., & Ireland, V. (2014). Preparing for Complex Interdependent Risks: A System of
Systems Approach to Building Disaster Resilience. International Journal of Disaster Risk
Reduction, 9, 181-193.

Chartered Management Institute (2018). All University Students Must Gain Leadership Skills,
Says New Employability Report. London: Chartered Management Institute.

Clancy, M. (2004). Misconceptions and Attitudes that Interfere with Learning to Program. In S.
Fincher, & M. Petre (Eds.), Computer Science Education Research (pp. 85-100). London:
RoutledgeFalmer.

Clouder, L. (2005). Caring As a ‘Threshold Concept’: Transforming Students in Higher Education
into Health (Care) Professionals. Teaching in Higher Education, 10(4), 505-517.

Connolly, R., & Fedoruk, A. (2014). Why Computing Needs to Go Beyond Good and Evil Impacts.
Proceedings of ETHICOMP 2014. Liberty and Security in an Age of ICTs. Paris: The University
of Pierre and Marie Curie.

Costa, G., & Pawlak, P. (2018). Practical Computer Ethics — An Unsolved Puzzle! Creating,
Changing, and Coalescing Ways of Life with Technologies. Warsaw: Polish-Japanese
Academy of Information Technology.

Dam, R., & Siang, T. (2018). What Is Design Thinking and Why Is It So Popular? Aarhus:
Interaction Design Foundation.

Davies, P. (2006). Threshold Concepts: How Can We Recognise Them? In J. H. R. Meyer, & R.
Land (Eds.), Overcoming Barriers to Student Understanding: Threshold Concepts and
Troublesome Knowledge (pp. 94-108). Abingdon: Routledge.

Eckerdal, A., McCartney, R., Mostrom, J., Ratcliffe, M., Sanders, K., & Zander, C. (2006). Putting
Threshold Concepts into Context in Computer Science Education. ACM SIGCSE Bulletin,
38(3), 103-107.

Eckerdal, A., McCartney, R., Mostrom, J., Sanders, K., Thomas, L., & Zander, C. (2007). From
Limen to Lumen: Computing Students in Liminal Spaces. In Proceedings of the Third
International Workshop on Computing Education Research (pp. 123-132). New York, NY:
ACM.

English, F. (2011). Student Writing and Genre: Reconfiguring Academic Knowledge. London:
Bloomsbury Academic.

Executive Discovery. (2014). The Science of LEGO® SERIOUS PLAY™. Retrieved from https://
thinkjarcollective.com/wp-content/uploads/2014/09/the-science-of-lego-serious-play.pdf

Gardner, H. (2011). Frames of Mind: The Theory of Multiple Intelligences, 3™ Edition. New York,
NY: Basic Books.

Gary, K. (2015). Project-Based Learning. Computer, 48(9), 98-100.

Gary, K., Lindquist, T., Bansal, S., & Ghazarian, A. (2013). A Project Spine for Software Engineering
Curricular Design. Proceedings of 26th Conference on Software Engineering Education and
Training (pp. 299-303). San Francisco: IEEE.

Gauntlett, D. (2010). Introduction to LEGO® SERIOUS PLAY®. Retrieved from https://
davidgauntlett.com/wp-content/uploads/2013/04/LEGO_SERIOUS_PLAY OpenSource_14mb.pdf

Societal Challenges in the Smart Society 105



3. Educate for a Positive ICT Future

Gordon, N. A. (2016). Issues in Retention and Attainment in Computer Science. Retrieved from
https://documents.advance-he.ac.uk/download/file/4652

Greene, J. (2015). Beyond Point-and-Shoot Morality: Why Cognitive (Neuro) Science Matters for
Ethics. The Law & Ethics of Human Rights, 9(2), 141-172.

Harn, P. L. (2018). LEGO®-Based Clinical Intervention with LEGO®SERIOUS PLAY® and Six Bricks
for Emotional Regulation and Cognitional Reconstruction. Examines in Physical Medicine &
Rehabilitation, 1(3), 1-3.

Hogg, M., & Terry, D. (2000). Social Identity and Self-Categorization Processes in Organizational
Contexts. Academy of Management Review, 25(1), 121-140.

Irvine, N., & Carmichael, P. (2009). Threshold Concepts: A Point of Focus for Practitioner
Research. Active Learning in Higher Education, 10(2), 103-119.

James, A., & Brookfield, S. (2014). Engaging Imagination: Helping Students Become Creative and
Reflective Thinkers. Hoboken, NJ: John Wiley & Sons.

Kim, H., & Han, J. (2019). Do Employees in a “Good” Company Comply Better with Information
Security Policy? A corporate social responsibility perspective. Information Technology &
People, 32(4), 858-875.

Lave, J., & Wenger, E. (1991). Situated Learning: Legitimate Peripheral Participation. Cambridge:
Cambridge University Press.

Lindley, D., Aynsley, B., Driver, M., Godfrey, R., Hart, R., Heinrich, G., Unhelkar, B., & Wilkinson,
K. (2013). Educating for Professionalism in ICT: Is Learning Ethics Professional Development?
In J. Weckert, & R. Lucas (Eds.), Professionalism in the Information and Communication
Technology Industry (pp. 211-232). Canberra: ANU Press.

Marcinkowski, B., Carroll-Mayer, M., & Plotka, M. A. (2020). Non-Attendance Factors — Can e-
Learning Be Considered a Disincentive. Information Technologies and Learning Tools.

Meyer, J. H. F., & Land, R. (2003). Threshold Concepts and Troublesome Knowledge: Linkages to
Ways of Thinking and Practising within the Disciplines. In C. Rust (Ed.), Improving Student
Learning: Theory and Practice — 10 Years On (pp. 412-424). Oxford: Oxford Brookes
University.

Merali, Y., & Allen, P. (2011). Complexity and Systems Thinking. In P. Allen, S. Maguire, & B.
McKelvey (Eds.), The Sage Handbook of Complexity and Management. London: SAGE
Publications Ltd.

Mezirow, J. (1990). How Critical Reflection Triggers Transformative Learning. Fostering Critical
Reflection in Adulthood, 1(20), 1-6.

Nicola-Richmond, K., Pépin, G., & Larkin, H. (2018). Once You Get the Threshold Concepts the
World Is Changed Forever: The Exploration of Threshold Concepts to Promote Work-Ready
Occupational Therapy Graduates. International Journal of Practice-Based Learning in Health
and Social Care, 6(1), 1-17.

Nissani, M. (1995). Fruits, Salads, and Smoothies: A Working Definition of Interdisciplinarity. The
Journal of Educational Thought (JET)/Revue de La Pensée Educative, 121-128.

Patrignani, N., & Kavathatzopoulos, I. (2016). Cloud Computing: The Ultimate Step Towards the
Virtual Enterprise? ACM SIGCAS Computers and Society, 45(3), 68-72.

106 Mario Arias-Oliva, Jorge Pelegrin-Borondo, Kiyoshi Murata, Ana Maria Lara Palma (Eds.)



COMPUTER ETHICS IN BRICKS

Patrignani, N., & Whitehouse, D. (2018). Applying Slow Tech in Real Life. In N. Patrignani, & D.
Whitehouse (Eds.), In Slow Tech and ICT (pp. 113-127). Cham: Palgrave Macmillan.

Portela, C. (2017). Modelo Iterativo Para o Ensino de Engenharia de Software [PhD Thesis].
Recife: Universidade Federal de Pernambuco.

Reeve, J. (2014). How Can Adopting the Materials and Environment of the Studio Engage Art &
Design Students More Deeply with Research and Writing? An Investigation into the
Reframing Research Technique. Journal of Writing in Creative Practice, 7(2), 267-281.

Rogerson, S. (2010). Ethics of Emerging Technologies. Retrieved from
https://www.youtube.com/watch?v=enRARJEuBVk#

Rogerson, S. (2019). Teaching Computer Ethics. Retrieved from
https://www.youtube.com/watch?v=sZWRj6G67x4

Rowe, R. (2002). A Multi-Methodological Approach to Emergency Call Handling in the
Metropolitan Police Service. In G. Ragsdell, D. West, & J. Wilby (Eds.), Systems Theory and
Practice in the Knowledge Age (pp. 79-86). New York: Springer Science+Business Media, LLC.

Schwill, A. (1994). Fundamental Ideas of Computer Science. Bulletin European Association for
Theoretical Computer Science, 53, 274-295.

Snow, S., & Lazauskas, J. (2018). The Storytelling Edge: How to Transform Your Business, Stop
Screaming into the Void, and Make People Love You. Hoboken, NJ: John Wiley & Sons.

Soraker, J. (2010). Designing a Computer Ethics Course from Scratch. Retrieved from
http://www.soraker.com/designing-a-computer-ethics-course-from-scratch

Stebleton, M., Soria, K., & Huesman Jr, R. (2014). First-Generation Students’ Sense of Belonging,
Mental Health, and Use of Counseling Services at Public Research Universities. Journal of
College Counseling, 17(1), 6-20.

Stein, S. (2020). How to Restore Data Privacy After the Coronavirus Pandemic. Retrieved from
https://www.weforum.org/agenda/2020/03/restore-data-privacy-after-coronavirus-pandemic

Tassone, V. C., O’Mahony, C., McKenna, E., Eppink, H. J., & Wals, A. E. (2018). (Re-) Designing
Higher Education Curricula in Times of Systemic Dysfunction: A Responsible Research and
Innovation Perspective. Higher Education, 76(2), 337-352.

Times Higher Education (2017). Computer Science — De Montfort University. Retrieved from
https://www.timeshighereducation.com/world-university-rankings/de-montfort-
university/courses/computer-science

Vallée-Tourangeau, G., & Vallée-Tourangeau, F. (2016). Why the Best Problem-Solvers Think
with Their Hands, As Well As Their Heads. The Conversation.

Voskoglou, M. G., & Buckley, S. (2012). Problem Solving and Computers in a Learning
Environment. Egyptian Computer Science Journal, 36(4), 28-46.

Walker, G. (2013). A Cognitive Approach to Threshold Concepts. Higher Education, 65(2), 247-
263.

Wenger, E. (1999). Communities of Practice: Learning, Meaning, and Identity. Cambridge:
Cambridge University Press.

Societal Challenges in the Smart Society 107



3. Educate for a Positive ICT Future

Wenger, E. (2011). Communities of Practice: A Brief Introduction. Cambridge: Cambridge
University Press.

Weyman, T. R. (2007). Spatial Information Sharing for Better Regional Decision Making [PhD
Thesis]. Penrith: University of Western Sydney.

108 Mario Arias-Oliva, Jorge Pelegrin-Borondo, Kiyoshi Murata, Ana Maria Lara Palma (Eds.)



EDUCATIONAL GAMES FOR CHILDREN WITH DOWN SYNDROME

Katerina Zdravkova

University Ss. Cyril and Methodius, Faculty of Computer Science and Engineering (N.
Macedonia)

katerina.zdravkova@finki.ukim.mk

ABSTRACT

In the last 10 years, the incidence of Down syndrome increased worldwide. In order to improve
the quality of life of these children, and to increase their life expectancy, many systematic
measures have been undertaken. Inclusive education, which embraces educational, social and
emotional practises, based on well-structured instruction, interventions and support in the
classroom is definitely one of them. In parallel with the in-class activities, educational software
stimulates the inclusion. This paper presents the recommendations how to create such
educational applications together with the pilot study intended to develop literacy skills, basic
mathematical competencies and memory. A small Android application was created and
presented to children attending the recently open Day Care Centre for Down syndrome (DCCDS)
in Skopje. The enthusiasm and interest to use the application is the greatest motivation to carry
on with the study, to create more ambitious applications and after an approval by the experts
and parents to offer them to the all the children in the country. The application can be easily
adapted to all languages, making it available to much wider community.

KEYWORDS: Basic learning skills, Down syndrome, Educational games, Inclusive education,
Mobile and tablet applications for children with disabilities, Preparation for independent life.

1. INTRODUCTION

Regardless of the considerably improved prenatal detection, and the good prenatal diagnostics
of fetal DNA, including the highly sensitive Down syndrome specific non-invasive screening, the
incidence of this congenital anomaly increased worldwide. Down syndrome is a chromosomal
disorder, which causes: phenotypic characteristics; physical growth and nonverbal cognitive
delays; mild to moderate intellectual disability; adaptive behaviour problems; and evidence of
adult dementia (Chapman & Hesketh, 2000).

People with Down syndrome deserve the same opportunities and care as others, which results
in increased life expectancy and better quality of life. This can be achieved by constant parental
care and support, monitoring of the mental and physical conditions, medical therapies, and
consistent community support (Reid, 2018).

Inclusive education proved to be the best way to provide educational, social and emotional
benefits starting from very early childhood (Felix, 2017). The pilot study of the use of emerging
computer technologies proved the improvement of the effectiveness of reading and writing
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therapies in children with Down syndrome (Gilmore et al., 2003). Moreover, it changed the
attitudes towards this disability and improved the interaction with children with Down
syndrome (Campbell et al.,, 2003). If well designed and implemented, specially created
educational applications can significantly facilitate the process of inclusive education, enhancing
the cognitive and learning skills of these vulnerable children.

The paper continues with a brief overview of the cognitive and neuropsychological profile of
these children, which determine the features of the dedicated educational software for them.
The cognitive and neuropsychological profiles of the children with Down syndrome, and the
recommended features are briefly presented in Section 2. The creation of the pilot project
implementing the recommended features is presented in Section 3. Each part of the application
is introduced and illustrated in more details, preceded by an explanation of the virtual tutor.
Section 4 is dedicated to children feedback. The paper concludes with the suggestions how to
increase inclusive education for children with Down syndrome and with the intended future
work within the project.

2. FEATURES OF EDUATIONAL SOFTWARE INTENDED FOR DOWN SYNDROME

Similarly to most children from Generation Z, children with Down syndrome have become
familiar with the computer technology since their early childhood, particularly to tablets and
mobile phones (Feng, 2010). Therefore, the potential of various applications, including
educational software can be very important for their development and education, enabling
them to stretch the skills and abilities. Children with Down syndrome are usually gifted for one-
type skills: language, math, strategic thought or physical coordination. They typically manifest a
deficit of attention, thus they are not capable of comprehending longer or more complex rules
(Mason, 2015). Children with Down syndrome are not patient to wait for the application to
download or to process the following steps (Skotko, 2005). They also need instant rewards for
each successful outcome. Furthermore, it was noticed that children with Down syndrome have
significant vision deficit and anomalies in colour discrimination (Krinsky-McHale, 2014), and a
lack of control of muscles stiffness affecting their motor skills (Vicari, 2006).

These cognitive and neuropsychological profiles, amplified with the guidelines for supporting
children with disabilities (Encarna¢do, 2018) and the recommendations of the specialists from
DCCDS resulted in the following conceptual design criteria:

1. Intuitive gameplay with easy navigation and few, simple functionalities accessible by
clicking over a perceptive icon, which is active throughout the whole image;

2. Clear interface with bright colours, clear contours, realistic and simple images, and
without anthropomorphic features or facial expressions (Lee, 2018);

3. Adjustable progression pace, based on the performance of the Down syndrome child;

4. Virtual tutor who announces the game, and responds with an appropriate facial and
voice expression (Herring, 2017);

5. Simple and unambiguous instructions, which are repeated whenever an image is
touched;

6. Substituted single and double finger gestures by two touches: from the source place
to the target (Landowska, 2018);
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7. Learners are not capable of reading, so the instructions should be spoken or
presented with the sign language;

8. Quick download and very short waiting time to advance from beginning to end;

9. Free of charge.

All the eight conceptual design criteria were carefully followed while creating the whole
application. It is currently installed on 10 tablets, which are a donation to Day Care Centre
supplied by a successful fundraising event. The stable version, which will include the
modification initiated after observing the children’s feedback, reactions provided by their
parents, and particularly the specialists from the Day Care Centre will be offered free of charge
for all the children interested to use it.

3. CREATED APPLICATION

The application consists of three integral parts: developing literacy skills, developing basic
mathematical competencies and practising memory. The screens have a white background, few
images and intuitive navigation, thus they fulfil the first two design criteria from the previous
section. To give learners an opportunity to set their own pace, and to enable progress, all three
parts have several levels, starting from the simplest and ending with the most advanced. They
are compatible with the third design criteria.

The application was created using App Inventor 2 (App Inventor, 2020), a very nice and user-
friendly development environment, which supports several operating systems. App Inventor 2
is a cutting age educational tool initiated by Google and maintained by the Massachusetts
Institute of Technology. It was created in accordance to modern constructivist learning theories
(Giordano & Maiorana, 2014). The decision to select the Android operating system was made
due to its predominant share on the local smartphone market.

Each part of the application has its own virtual teacher, two young female teachers responsible
for basic literacy skills and memory practice, and a young male teacher for mathematical skills
(Fig. 1). Tutors have a full and deep voice and a perfect pronunciation. They introduce the task,
the levels, speak out the names of the touched objects or pronounces the two navigation icons
(the arrows in the upper left corner on Fig 2, and on the lower left corner on Fig 4.).

Figure 1. Three tutor’s moods: instructional, happy and sad.

Source: Designs created by Ana Zdravkova
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Most of the prospective learners are not capable of reading the instructions, the corresponding
virtual teacher slowly speaks them, first by announcing the goal of the level, and then by
introducing the task. If the learner accurately performs the task, tutor’s face smiles and says a
randomly picked congratulation with a happy voice. If the learner has failed, tutor’s face
becomes sad. After three wrong attempts, sad faced tutor suggests to repeat the task with a
calm voice. After five consecutive mistakes, the advice is to go back to the previous level or to
ask for help.

Whenever the learner successfully performs the task, one of the congratulations is loudly
spoken. They are randomly picked out from the following list: amazing, bravo, compliments,
great job, excellent, and well done. After finishing a whole task, the congratulations become
stronger and personalized: you are a genius, you are gorgeous, and you are remarkable. At the
end of the level, the learner is awarded with a badge (Fig 3.). If the learner has not been
successful, the virtual teacher politely suggests to repeat the task. Whenever the learner
persistently gives wrong answers, the suggestion is to ask the parents, guardians, or learning
assistants for help.

The presence of a virtual tutor, which reacts after each successful or unproductive activity fulfils
the fourth and the fifth conceptual design recommendation. Bearing in mind that the majority of
the children with Down syndrome are not capable of reading, all the messages are spoken, which
is in accordance with the seventh design criterion. In the near future, it is intended to combine the
application with the avatars from the (Joksimoski, Chorbev, Zdravkova, Mihajlov, 2015).

During first testing of the pilot application, it was noticed that almost all of the children were
not capable of implementing the drag and drop gestures. To avoid this obstacle, they were
replaced by two separate activities, touching over the source place, and then touching of the
target place. Implementing this approach, the sixth design criterion is also achieved.

Finally, all the images are extremely simple, and they are presented using the vector graphics.
In total, the size of the whole application doesn’t exceed 1MB. This constraint is much lower
that the App Inventor 2 maximum size limit, enabling very quick download, as recommended by
the eight design criterion. The following three subsections describe the three integral parts of
the application in more details.

3.1. Developing literacy skills

The part intended for developing basic literacy starts with the introduction of the upper case
and lower case letters, which are presented below the image that starts with that character. For
each letter, at least three different images exist in the pool. For example, under the letter A 3,
the images of a plane (aBuoH = avion), a car (aBTomo6un = avtomobil), and a pineapple (aHaHac
= ananas) are presented one by one. For the letter X K, the corresponding images are a frog
(»kaba = zhaba), a turtle (:kenka = zhelka), and a giraffe (*kupada = zhirafa). After the
presentation of the images for one letter, children are given an option to draw the uppercase
letter. It can’t be checked by App Inventor 2, so the success can’t be verified.

The successful recognition of the letters is the task of the three games (Figure 2):

— Finding the corresponding image that starts with a presented letter,
— Finding the corresponding initial letter of the presented image

— Spelling a word presented as an image from distributed letters
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Figure 2. Intermediate level of finding the correct word starting with an initial letter, the
correct initial letter of the presented image and spelling a word with two syllabi.

Source: Mobile application for learning the alphabet for children with Down syndrome, developed by Iva
Mihajlovska, B.Sc.

In the simplest level of the first game, two images are presented under the letter, the image that
starts with it, and an image with a different initial letter. The intermediate level has three
images, one of which is the correct one, and the most advanced level has four images.

The reverse game starts with two uppercase letters offered for one image, continues with three
letters, and ends with four. Similarly to previous game, only one letter corresponds to that
image.

In the third game, the letters of a simple word are randomly presented on the bottom of the
screen. By clicking and positioning them at the right place in the middle of the screen, they make
the word which is presented as an image, and after the successful spelling, it is spoken by the
virtual teacher. The simple level consists of words with one syllable, the intermediate has two
syllabi, while the most advanced level has more than three syllabi. In order to stimulate the
recognition of the letters, the set of prospective letters contains characters that don’t exist in
the word.

3.2. Developing basic math competencies

The order of the traditional concepts for developing basic mathematical competencies is the
following: forms, relations, numbers, and measures. The first goal is to teach the learner to
determine the exact form among these 3D forms: sphere, box, cylinder, and the 2D form:s:
square, triangle, circle and rectangle. The relations usually include: up — down; over — below; in
front of — beside — between; inside — outside — over; left — right; identical — different — similar;
big — bigger — the biggest; bigger — smaller; wide - narrow; high — low, fat — thin; deep — shallow;
and same quantity — less — more. The introduction of numbers is accompanied by the relations
less —more —the same. The measures start with the length, the weight, the time and currencies.

Each of these concepts is usually performed as an in-class activity, where learners use toys or
special tools that enable them to practically resolve a task. The use of the tangible objects enable
them to implement problem solving method based on trials and errors (Newell et al., 1958),
which is more convincing and effective than a computer game. Therefore, the games intended
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for developing the basic mathematical skills in our application covered the amounts of objects
and forms (Figure 3). The simplest level comprises the values up to 3, the intermediate up to 5,
and the most advanced, up to 10. After the training session, where children see how to count
the objects and the forms, they are invited to perform the same task. Depending on the level,
the list with the squares containing the numbers up to 3, 5 or 10 is presented in the lower part
of the screen. To improve the clarity of the interface, the orientation of the screen in this game
is landscape.

This game introduced the rewarding with badges, and the demonstration of the correct answer
(Figure 3, middle screen). A badge is obtained after 5 consecutive correct answers. After next 5
correct answers, a new badge is awarded, and the screen with all collected badges so far appears
on the screen, together with a spoken personalized congratulation. However, not all attempts
will be successful. If the child is not capable of getting the correct answer within two attempts,
the application turns into a training mode, showing steadily the answer. Then, the child has an
opportunity to repeat the same task individually. If even after the demonstration the success is
not achieved, virtual teachers suggest to ask for help from someone.

These two concepts: rewarding with badges, and demonstration of the task solutions will be
soon added to the games responsible for developing literacy skills, and practicing memory.

Figure 3. Introductory screen, the badge, collected and explanation of the correct
answer.
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Source: Mobile application for developing math skills for children with Down syndrome, developed by
Marija Krsteska, B.Sc.

3.3. Memory game

The memory game reinforces the skills gained in the previous two games, uniting the letters, the
objects, the forms, and the numbers. For that purpose, four smaller units are created: coupling
pairs of equal images; coupling the initial letter with the image; coupling the written word
corresponding to the image; and coupling the numbers with the corresponding written word.
Similarly to previous two games, three levels are established. The simplest level couples two
pairs, the intermediate three, and the most advanced four pairs. In a near future, it is intended
to extend the game with units responsible for coupling pairs of equal numbers and words,
including the words representing the numbers, as well as coupling several identical objects with
the value expressed with numbers.
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Figure 4. Memory game, intermediate level: coupling equal images, the initial letter with an
image, the written name with an image, and numbers with a word.

3 ner
s/ 7
MOMMB yarTyA |f TP 5

- )] D

Source: Mobile application for practicing memory of children with Down syndrome, developed by Davor
Trifunov, B.Sc.

This game was presented and tested in the Day Care Centre for Down syndrome in Skopje during
September 2019. The feedback of the game is presented in the next section.

In February 2020, Davor Trifunov, one of the collaborators in the project, organized a very
successful fundraising event, and with the support of ANHOCH (https://www.anhoch.com/), 10
tablets were provided for the Day Care Centre. The pilot application was downloaded on each
of the tablets as currently the only content. At that time, the amount of children attending the
Centre tripled, and the range of the children increased. It was a great opportunity to make a
more methodical assessment and collect crucial information for its evolution. Unfortunately,
due to the Covid-19 pandemic restrictions, the Centre was closed in the beginning of March. li
will remain inactive until the end of this academic year. Therefore, the next version of the
application will be presented next September, and the new feedback will be available later on.

4. FEEDBACK

Seven young boys and two girls aging from 15 to 19 and their parents were the first evaluators
of the application. The game was installed on one tablet and demonstrated to every child
individually. The age and the basic reading skills enabled them to successfully play the memory
game. The whole event was touching for everyone. The kids were noticeably amused and
attracted, except one girl, who was too shy. She listened the tutor with great attention and
observed how the others played.

The most experienced boy comprehended the game immediately and asked to play the first.
After trying all the options several times, he generously let others play. He manifested his
frustration from the absence of an immediate congratulation after each successful coupling by
lifting the speaker to hear the greeting.

Other five kids explored him, tried the game and managed to play it independently. The most
extrovert boy succeeded after several trials and errors, and then tried to download the game
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from Google Play. Two kids, a boy and a girl created a strategy to first open all the tiles, and then
couple them.

Two boys were not competent with the written words, one couldn’t even discover the initial
characters. They turned to the easier level of the game of own accord and were not enthusiastic
to play it again.

During the second visit, all the kids, except the shy girl, activated the game and played it more
competently, including the boys with lower literacy skills.

5. CONCLUSIONS

The ultimate goal of Day Care Centre for Down syndrome in Skopje is to prepare the kids for an
independent life. They started making own meals under a full supervision of DCCDS staff and
organized a cocktail with self-made bread and snacks. The next stage is to purchase the
ingredients and start cooking according to a written recipe. To achieve this goal, their literacy
and understanding of quantities should increase significantly. According to DCCDS staff and their
parents, the educational game will be of a great use.

The major challenge is the indifference and the anxiety of some kids. Hopefully, they are very
confident in using the smart phones. Before launching it on Google Play, the application will be
polished and upgraded with new contents suggested by the specialists from DCCDS. As a
consequence, those kids who were shy to show their incompetence or who were not interested
to use it will be able to experience it with the support by their family members.

The educational game is in Macedonian only. It can easily be adapted to other languages, making
it available to wider community.
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ABSTRACT

In the academic course 19-20, the University of Burgos has launched a call for Service Learning
Projects (SLP) with the aim of reinforce the academic skills of the students endorsing a societal
transformation. These projects nonetheless pursue very worthwhile goals: to educate students
at higher education not only in cognitive aspects, but also in personal growth. Service Learning
is a groundbreaking and appeal methodology focused in acquire knowledge by doing community
service work. This paper describes a real case scenario composed by students of the University
of Burgos from two different careers at the University of Burgos (Degree in Occupational
Therapy and Degree in Management Engineering). (N=23 3%, 4™ grade students); all have
contributed to resolve different challenges by using skills, competences and knowledge of their
corresponding disciplines (health and engineering), more specifically, to design and
manufacture low cost tools for helping disable people. The contribution adds a picture of how
to achieve cognitive competences (technical), social competences (consciousness), ethical
competences (compassion) and professional competences (productive versatility), among
others. This novel scenario serve for a purpose: opening up values and social good in Higher
Education.

KEYWORDS: Service Learning Projects, Innovative Education, Higher Education, Cognitive
Competences, Social Competences, Ethical Competences, Professional Competences.

1. INTRODUCTION

The rate at which universities have been assimilating proposals in their educational
environments has been constant. Since the first meeting at Praga in May 2001, efforts drive on
getting improvements in specific and transversal competences of the students. Nowadays,
eighteen years later, it is still present the way of doing innovation at the universities, and, the
sustainable human development concept has been included within the topics and guides.
Quoting Brotdns, (2009), “to improve the quality of teaching is mandatory to create real learning
situations: with new innovative tasks, thinking in a positive ICT future and with acquisition,
transfer and updating knowledge processes”. Folgueiras, Luna and Puig (2011, pp.159) point out
learning by using Service Learning tasks enhance students to “take part directly with those who
are supporting, adapting to their needing’s and facing up a realistic circumstances, really
different from the classroom lectures and environments”.
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In order to reinforce the theoretical framework of the research, next it is highlight three
approaches to the matter; firstly, the concepts of learning theories, and the ethical, social
structure of SLP projects. Secondly, novel disciplines such as Design Thinking and its correlation
with SLP Projects, and, lastly, an analysis of the impact of STEM education system (science,
technology, engineering and mathematics) in our real case scenario.

2. LEARNING THEORIES, ETHICAL AND SOCIAL STRUCTURE FOR SLP PROJECTS

Nowadays, the development of medicine and the advances achieved in rehabilitation processes,
generate the need to pay attention to the classic bioethical principles: non-maleficence,
beneficence, justice and autonomy. These principles are rational criteria that enable conflicts
resolution, although the difficulties of implementation lies in decision-making.

The principle of non-maleficence refers to avoid harming, recklessness and negligence. In the
rehabilitation process, specialists must be cautious in decision-making and consider all the
technical aspects and consequences of their prescription. Therefore, professionals must
consider previous scientific research and adapt it to the needing of their users.

Beneficence is the principle in which healthcare professionals have been educated, therefore
diagnostic and therapeutic procedures must be safe and effective. This principle also refers to
doing what is good, not only to the user but to society as a whole. Keep in mind that good is a
subjective concept, so healthcare professional have to have the necessary mechanisms to know,
act and respect the user’s necessities.

The principle of justice is about being equitable and fair with the distribution of health resources;
that is, users who have the same rehabilitation needs should receive the same services and
resources in terms of quantity and quality; and users with higher needs, higher services and
resources. This principle guarantees that all users deserve a decent and fair distribution of all
health resources.

The principle of autonomy is defined as the user's ability to make their own decisions related to
their illness. This implies that the user has to know the consequences of their actions; therefore,
health professionals must communicate reciprocally with the user about all the information,
recommendations and alternatives for the user about their rehabilitation processes.

The applicability and knowledge of bioethical principles are necessary for quality professional
practice. All healthcare professionals must provide their users with efficient, equitable, fair and
adequate care in order to reintegrate them into the changing society. This implies the
application of all bioethical principles without any hierarchical order, i.e., the principles are all
equally important and all they are mandatory. However, clinical practice generates situations
where the negotiation among them is required. These situations are real and arise with some
frequency in professional practice, so every health professional must have a thorough training
in bioethics.

The learning of bioethical principles must be included together with the rest of the subjects of
the different health disciplines. All students acquire essential knowledge and skills for their
profession, but they must also know the social, cultural and ethical environment before the
different situations that may arise in the exercise of their profession (Vera, 2017). Therefore, the
learning of bioethics facilitate the student a thinking of the bioethical principles in different
situations, and not be limited to the teaching of theories of bioethical attitude.
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Bioethics, therefore, is a transversal academic discipline that provides students with skills that
allow them to handle the conflicts of values that may appear in clinical practice (Garzén & Zarate,
2015). Current education emphasizes the training of students in competencies, understanding
competence as a whole of knowledge (knowing and understanding), skills (knowing how to act)
and human attitudes (knowing how to do) that allow excellent clinical practice appropriate to
the bioethical context. Bioethics learning encompasses all kinds of skills, both transversal and
specific to each discipline and profession, since bioethical principles must be present in all
situations.

Learning bioethical principles requires that academic subjects allow the student to become an
informant, counsellor and collaborator for users when prescribing a rehabilitation process.
Therefore, in many colleges, students receive two types of training; the first relates to the ethical
codes of their professions and, the second, focuses on the formation of ethical reasoning. The
ultimate goal of bioethical learning is to train professionals to be able to act according to their
structured ethical reasoning.

In order to achieve this final goal of bioethical learning, one of the most appropriate ways to
teach bioethics is giving the student the chance to see real-life situations where ethical dilemmas
can occur, always with the possibility of giving students an accompaniment by teachers. A
pedagogical framework where the protagonists of learning are students is “learning and
services” (SLP), in which students, guided by a teacher, detect a need in society, develop a
project, carry it out and evaluate it.

SLP methodology arises from the continuous search for pedagogical methods that encourage
motivational, practical and dynamic learning (Zayas, Gonzalez Pérez & Gracia, 2018). The SLP is
considered an educational proposal that combines learning processes and community services,
in which participants learn by working on real needs of the environment in order to improve it
(Urunuela, 2018). That is, it establishes an active relationship between theory and practice,
giving the student the opportunity to learn while contributing to society. It is a pedagogical
method that integrates the benefits of experimental learning and community service.

SLP is considered a dynamic educational method, proposed to meet educational objectives,
including changing the role of instructor to facilitator by teachers. Students have the most active
role in their learning by providing a context where they can learn ethics and social responsibility
and teach interdependence and partnership within society; due to this, SLP is one of the most
appropriate methods to teach students bioethics. Bioethics, like ethics, depends on the cultural,
historical and social environment; SLP Projects offers the opportunity to understand those
environments that guide how society thinks and behaves (Ventres, 2017). SLP Projects have a
structure for preparation, reflection and evaluation of bioethical principles that provide a great
opportunity for students to integrate experiences that favour their personal and professional
development.

For all the aforementioned, it is appropriate to use the SLP methodology so that students
understand the importance of ethical principles (non-maleficence, beneficence, justice and
autonomy) that guide their professional practice when establishing rehabilitation processes,
since real experimentation of cases creates different situations that improves this learning and
allows society to obtain some benefit since the SLP Projects facilitates it.
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3. DESIGN THINKING AND ITS CORRELATION WITH SLP PROJECTS

Design Thinking (DTh), refers to a methodology that aims to create innovative solutions to real
problems; quoting Tim Brown (2010), DTh is a “person-centred innovation”. DTh methodology
focus on innovation within interdisciplinary work, including different professional profiles in
teams. According to the Hasso-Platter-Institut (HPI, 2020), DTh process is composed by six
phases: Understand, Observation, Defining the point of view, Ideation, Prototyping and Test.
The team goes through the different phases not necessarily in order of appearance.

The first phase (understand) consists of acquiring the basic knowledge about the problems that
lack the potential users of the service to innovate. The second (observation), empathizes with
the users and connect with their necessities; the third (definition the point of view) seeks to
create the profile of the typical user; in the next phase (ideation), teams must generate all the
possible ideas, preferentially without filters and go to the next phase to make real prototypes.
Finally, it is about testing the prototypes, not only in laboratory conditions, but also with the
users in situ.

According this concept, Steinbeck (2011), talks about the Design Thinking as an innovative
pedagogical strategy, which aims to provide students analytics and creative competences. Using
DTh methodology in the university context, the author identifies four key points: teams with
students from different branches of knowledge, teachers from diverse disciplines, relation with
the industrial sector and, workspaces where different teams can work at the same time (mobile
furniture, variety of technologies, etc.). In addition, motivate the students and help to achieve
the competences with the schedule of the different milestones along the process, such as
training and consolidation of the teams, deliver prototypes or the final presentation of the
developed device in a Design Exhibition.

There are previous experiences about the application of DTh in the training of health sciences
professional (Lori & Reed, 2019; Falcao, Savoy & Markey, 2020). These experiences underline
the need to train these professionals within multidisciplinary teams, as well as develop their
creativity.

3.1. Analysis of the Design Thinking Model and SLP Experience

The comparison between the Design Thinking Model and the SLP proposal “With you | am
Capable” has been carried out at the University of Burgos from two different perspectives: (1)
from the DTh as a pedagogical strategy and (2) from the DTh as an own methodology for create
new products.

Related to the first perspective (DTh as pedagogical strategy), is important to highlight that the
four key points are achieved, although the one related to facilitate common workspaces need
to be improved. Due to the milestone of the project, meet the needs of specific disabilities,
diversity in the composition of the teams of students and teachers is relevant, it is, Health
Science and Engineering.

Moreover, the projects are developed in some organizations; the university contact with them,
sign the collaboration agreement, stablish the contact person between the organization and the
institution), look for the practical case, and act as a coach providing required knowledge about
the user and the necessities to resolve. Regarding the workplace, there is a specific area, called
UBUmaker, what is a digital room. Students can fabric their products when prototypes are ready.
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Summarizing these framework reviews, Table 1 relate key DTh points according to Steinbeck

(2011) and de SLP Projects.

HIGHER EDUCATION

Table 1. Comparison between DTh as pedagogical strategy and SLP project.

DTh Key 'p0|nts as SLP Project Comments
pedagogical strategy
Two d :
Students from different wo eg.rees
Yes Occupational Therapy and
branches of Knowledge . .
Management Engineering
. . . Two d :
Diversity disciplines wo eg'rees
Yes Occupational Therapy and
(Teachers) . .
Management Engineering
Contacts with the . o
. . Yes Through participant organizations
industrial sector
Different Teams workina | Yes, with Tryto a_llocate flxed- workspaces to
. . favour interaction since the
specific Workspace improvements L
beginning
Training and consolidation | Yes, with To stablish a specific plan for set up
of the teams improvements and consolidate the teams
Schedule milestone Yes, with To provide timeline from the
delivery improvements beginning of the project
Design Exhibition Yes The produc'ts were e'xp')c?sed along
two weeks in an exhibition

Source: own elaboration

Continuing with the DTh analysis as pedagogical strategy is necessary to mention not only the
key points, but also check with the milestones defined by Steinbeck (2011). Accordingly, the
training of the teams and its subsequent consolidation was done naturally as the project
progresses; however, DTh as pedagogical strategy implies a faster consolidation, what will need
to be improved in the next experiences. Likewise, it is identified as a future improvement, the
necessity of a better planification of the milestone delivery in the early stage. Finally, the devices
were presented through a conference supported by the local council. The participant teams
showed their final devices, which after the presentation were also exposed for two weeks,
allowing citizens to learn about the innovations made by students and at the same time,
highlight the connection of the university with society.

Before starting with the comparative analysis of the DTh as own methodology to create new
products, we underline that all students received a specific training about DTh methodology.
Table 2 summarize the actions carried out within the SLP Project in comparison with the
mentioned methodology.

Checking how the six phases defined by HPI are applied, phases 1 and 2, Understand and
Observation, were done practically at the same time, therefore, students had at least two
meetings in order to identify and evaluate their user’s necessities and abilities. This evaluation
was done through observation, but also through specific Occupational Therapy (OT)
assessments; thus, it was made a fusion between DTh methodology and the own process of OT.
The aim of this fusion was to develop a factible device. The third phase (Defining the point of
view) in not applicable to this project, because DTh is typically applied for groups or collectives
and SLP project conducted is focused on specific human being with functional diversity.
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The Ideation, 4th phase, was carried out within each group, with the team members themselves
who leaked the best ideas that passed to the Prototyping phase; This penultimate phase, had
more support from teachers and external collaborators, advising students on better design
options, selected materials and feasibility.

Table 2 Comparison between DTh as design methodology and SLP Project

Phases Project SLP Comments
Understand Visit centres and users Aim: To identify necessities
Observation Evaluation according OT process Aim: to evaluate abilities

It is design for specific individual,

Defining the point of view | - )
not for a collective

Ideation Intragroup -

Prototvpin Intragroup with support from
yping teachers and collaborators

Intragroup and with the particular Tiny changes (parameterization and

Test .
user materials)

Source: Own elaboration

Finally, the Test phase needs to join the Prototyping phase, following the DTh concept model
(HPI, 2020). As long as the prototypes are created, are being tested, first by the students and
later, by the final user; all products need to be improved with tiny changes (parameterization
and or materials).

4. METHODOLOGY

According the methodology, the scheme of work in the SLP Projects has consisted of four stages:
the first one for organizing the students in teams and groups of work; the second one, for
acquiring conceptual and practical knowledge by doing learning workshops; the third one, for
developing the projects (students use a novel Technological Center of the University of Burgos
equipped with new and recent IT technologies such as 3D Printers, electronic devices, machines
and material for design and manufacture the support products, and, the fourth one, supervisors
have developed a survey for collecting data of satisfaction by using a rubric based on Campo
(2015). The expectation about the effects of the use of new learning methodologies (Service
Learning Projects) for Higher Education and its repercussion on cognitive competences, social
competences, ethical competences and professional competences are the basis of the
Hypothesis.

4.1. Empirical Study

In order to complete the study of the SLP Projects at the University of Burgos, participants have
answered a survey based on a Rubric developed by Campo (2015). The questionnaire consists in
13 questions (Campo, 2015) and 2 more questions (own elaboration), which matched the
structural areas of SLP Projects, such as the approach of learning, competences, level of
participation, evaluation, transdisciplinarity, impact and social projection, professional field,
resources and multiculturalism. The complete questionnaire can be found at page 15 of the
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publication?, but a sample of the rubric used is included in Table 3. All are qualitative questions
can be transformed to numerical values quite straightforwardly; by assigning a score number
ranging from 1 (leftmost option) to 4 (rightmost option), depending on the answer selected. The
students completed this survey in an anonymous way in order to prevent unintended data
recollection and to encourage the student to answer in the most honest possible way. For the
guantitative analysis, the mathematical tool used is SPSS v24.

Table 3. Rubric (summarize) for evaluating SLP Projects (survey).

Parameter Level 1 Level 2 Level 3 Level 4
Learning SLP Projects are SLP Projects SLP Projects SLP Projects
Approach based on develop learning develop learning propose learning
memorize that aims to make | that aims to make | strategies that are
concepts and students change students change based on students'
fulfilment their way of seeing | their way of seeing | interest in
institutional the world, be the world, be maximize
requirements with | creators of their creators of their understanding and
no possible reality and reality. In addition, | satisfy their
attitude changes. encourage there is a specific curiosity. There
metacognition. space for are specific spaces
reflection on PhD for this.
studies.

Source: own translation from Campo (2015, p. 15)

5. ANALISYS OF RESULTS

Due to the novelty of the implementation of the LSP Projects at the UBU, in the current
state of our study findings come from a relatively low quantity of students (23 students).
Nevertheless, this study is an ongoing research that will try to reach a much greater number of
students in the next academic years in order to obtain more statistically significant conclusions.

In the sample, the 52.2% of the students are from the engineering field while the 47.8% come
from the health discipline. Figure 1 shows the results of the survey. Valuing the percentages, the
most relevant findings are the next:

1. Learning Approach: students of both disciplines agree with the idea that by developing
these projects they have changed the way of seeing the world, being creators of their
reality and encouraging metacognition.

2. Competences: engineering students have improved their transversal skills, such as
autonomy, creativity, critical thinking, personal initiative and sensitivity. Health students
have improved their specific proffesional skills.

3. Level of involvement: 75% of the engineering participants consider participation has
been projective (determine the project, objectives, design, planning, implementation
and evaluation); 17% of them consider participation has been purely consultative. As far
as health students, 36%, value the participation as proyective, 36% metaparticipation
and a mere 27% purely consultative. Summarizing results, three-quarters of the

! https://doi.org/10.1344/ridas2015.1.6
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students value the item participation as proyective and metaparticipative and, the
others, purely consultative.

Evaluation of the project: all students perceive the project is checked by all participants
(institutions, associations and tutors). Nevertheless, the 27% of health students do not
notice the service offered to the community.

Academic monitoring: 50% of engineering students consider there is an academic
follow-up, 50% perceive there is follow-up between the entities and the training
institution. Regarding the health students, all sample perceive the follow-up is evaluated
between entities and institution.

Transdisciplinarity: more than the three-quarters of the students (both disciplines)
notice all them work on the same challenges with the need to complement each other.

Social impact and projection: 60% of engineering sample realize they work on real and
proximate needs and influence society. The 33% point out with these projects is feasible
to provide tools to the community when the work is completed (empowering it). Thus,
health students (91%) value these experiences can be addressed beyond their
execution.

Work in nets: all students feel they work in collaboration agreenment projects to build
a common work, and, the 35% out of them consider it is possible to exchange reflections
and improvements in regular meetings.

Proffesional field: 17% of engineering students notice these projects contribute to open
a vision of the proffesional field with greater emphasis on knowledge generation (any
health student observe it). 42% of the engineering students and a 27% of health
students value the projects developed similar to their disciplines. By contrast, 73% of
health sample and a 42% of engineering sample see the possibility to open up new
proffesional challenges within the community and social implication; still, add the
possitive view of working with different disciplines.

Academic institutionalization. Projection: the whole sample (both disciplines) notice
these experience help the promotion of service learn work and point out the importance
of doing sistematically.

Acadmic institucionalization. Academic support resources: 75% of the students value
the projects are located in any structure of the university (subjects). They point out a
major support and recognition.

Academic institutionalization. Availability of other resources: 33% of engineering
students and a 9% of health students recognize the flexible groups of work and open
schedules to go ahead with the activities. Approximately the same percentage of
students in both disciplines (40%) consider that auhtorizations, agreements and
conventions are facilitaded. Only 25% of engineering students, compared to 45% of
health students have seen contacts facilitated for project networking.

Academic institutionalization. Relevance and visibility: 83% of engineering students and
63% of health students see some institutional recognition and celebration, but it is not
institutionalized nor systematized. The most opposite perception is whether these
projects favour social recognition through awards and grants, an opinion expressed by
8% of engineering students compared to 36% of health students.
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Figure 1. Survey results SLP Projects.
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Source: self-elaboration based on Campo (2015)

6. CONCLUSION

The benefit of this research is the contribution for a universal benefit: the impact of educate
university students in SLP Projects. This line of work has raised the possibility to opening up
values and social good in higher education.

Results in our study inferred there is evidence that student from both disciplines value the
experience because the learning approach, level of involvement, transdiciplinarity and
collaborative work; as consequence, positive gradient in their academic marks. Specifically
speaking, engineering students have improved their transversal skills, such as autonomy,
creativity, critical thinking, personal initiative and sensitivity. Health students have improved
their concrete proffesional skills.

The future line of work is based on enhance the items with lower percentages, such as, follow-
up intervention from all entities involved, impact on society and the possibility to open up new
proffesional challenges within the community and social implication.

Overall, in accordance with university responsibility on educate in excellence and values, the
proposal of SLP Projects in higher education enable students, professors, stakeholders and
society for running a cohesive consortium.
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ABSTRACT

In this paper we describe qualitative work that identified barriers to incorporating ethics and
social responsibility in computing curricula in public teaching universities in the US. Three
themes emerged: competent creation, expertise, and deference to authority. There is evidence
that faculty see the incorporation of ethics and social issues into the curriculum in a systematic
manner as important, yet they consistently point to the need for efficiencies, concerns regarding
their own expertise, and prioritization of need.

KEYWORDS: computing ethics, teaching computing ethics, integrating computing ethics, social
responsibility in computing-

1. THE ISSUE

A recent focus of concern in ethical and social responsibility in the digital environment is the
way in which privacy has been breached and human behavior has been monitored, recorded,
and sold. Increased surveillance and the ability to engage in information data mining without
consent has been the topic of multiple studies (e.g., Altaweel, 2015; Libbert, 2015; Mengwei Xu
et al., 2017; Zuboff, 2019). These developments have contributed to an awareness among many
of the need to better educate computing students regarding ethics and social responsibility. In
the United States faculty at some research institutions and private liberal arts colleges have
started to explore what it means to increase understanding and awareness, however there is
little evidence that these activities have been replicated at public colleges and universities where
faculty have high teaching loads (Burton et al. 2018; Groz et al. 2019; Saltz, et al. 2019; Shaer &
Peck, 2018). Until recently there has been limited focus on cross-disciplinary approaches and
incorporating philosophical interpretations of ethical frameworks into computing (Burton et al.,
2017). Yet, while some have used philosophical understandings of ethics in computing, there
has been less effort directed at incorporating social science approaches that move beyond an
emphasis on the individual and utilitarian interpretations toward the intersubjective and
articulations of “the good.”

Recently Wolf (2016) argued for the need for enhanced interdisciplinary attention to ethical
matters and social responsibility in computing. This attention is well-warranted in the current
political, social, and economic landscape where humanity is working and living, and in the
academy where we seek to educate for character, career, and future leadership. The ACM Code
of Ethics and Professional Conduct (2018) raises deeper awareness of what it means to be a
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computing professional. It suggests the computing profession and the computing professional
must be astute, insightful participants in the social fabric who demonstrate a public
understanding of the broader social environment. Increasingly, individuals find themselves in an
environment where they are at a crossroads regarding what it means to be responsible
professionals and socially engaged actors who have the capacity to ask challenging questions of
their social worlds, the broader environment, and themselves.

Our project builds on these contemporary issues and challenges by exploring perceptions of
computer science department chairs and faculty at target institutions surrounding notions of
“ethical and socially responsible computing” and “collaboration.” To lay the groundwork, we
highlight the social issues and point to calls for enhanced ethical and social understanding by
scholars from multiple disciplines. Next, we survey the literature related to incorporating ethical
and social responsibility into the computer science curriculum. Then we outline the methods we
used to gather information from current computer science faculty. Finally, we share the results
from our study, documenting the perceptions of computer science department chairs and
faculty at target institutions regarding notions of “ethical and socially responsible computing”
and the overall design of a process whereby curriculum modules on these topics are created for
delivery in typical computer science courses.

2. ETHICS & SOCIAL RESPONSIBILITY AND CS INSTRUCTION

Over the last fifteen years we have seen an unprecedented expansion in enhanced information
extraction and analysis techniques to create big data and significant advances in artificial
intelligence. Gary T. Marx (1998) in an early analysis of this expansion encouraged careful
consideration of how to inform and how to protect those who will be indirectly and directly
impacted. Yet as news organizations and multiple scholars have noted, since 2004 Google, and
subsequently Facebook, have found ways to track, extract, and sell the human experience of
millions (Zuboff, 2019). Bauman & Lyon (2013:135-136) specifically note that, “... the road to
submission to an offer leads through the elimination of choice ... The willing, nay enthusiastic
cooperation of the manipulated is the paramount resource deployed by the synopticons of
consumer markets.” We are living in an era where differentiation, categorization, and
manipulation of traits is framed as a moral good, yet the collection that is sold is not a human
with moral obligations and agency (Bauman & Lyon, 2013; Bauman, 2013). Publications on
surveillance often focus on governmental investigations and background patterns of
surveillance, yet the current flow of information is from multiple locations and establishes
privileges and detriments for peoples (Ullrich, 2018; Young, 2017). Societal values are used and
disarmed through the establishment of filters that leverage control (Helles & Flyverbom, 2019).
Responses to multiple breeches of trust have frequently been after-the-fact correctives, leading
to significant questions about how consumers, industry experts, and educators should respond
and engage in proactive attempts to incorporate an ethical focus.

Ethics discussions within computer science have taken multiple forms over the years, and the
merits of a focus on professional competence is frequently positioned as counter to
responsibility to society and the benefit of humanity. Configured as competent creation, Stieb
(2008:226) expounds on the “unnecessary and unfortunate ‘add on’” of benefit to humanity in
professional discussions and professional codes. He articulates the rights of professionals to
focus on individual needs, with a narrow emphasis on ensuring product quality and the
immediate safety of the user. The central issue of ethics and responsibility is perceived as either
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too expansive to consider, too complicated to master, or put down to the fact that it is
impossible to articulate the “good.” It appears that Stieb (2008, 2009, 2011) is arguing for a form
of negative freedom that does not directly acknowledge the social arena within which the acts
of engineering and computing are occurring, thus missing, in particular, the cultural and
structural realities of neoliberalism and its consequences (Pendenza & Lamattina, 2019). While
other approaches that expand the discourse encourage self-awareness through a virtue ethics
lens or encourage a way of looking at the world that enhances the sense of self-identity and
personal responsibility, they still emphasize the individual first through a social identity
connection that does not directly interpret or structure an understanding of the “public good.”
Miller (2008) in a debate with the ideas of competent creation encourages computing and
engineering professionals to not abandon the concept of the “public good,” yet there is not a
direct expansion of what this might entail. Gotterbarn (1995, 2001), has, however, consistently
encouraged a recognition of the impact of computing on humanity. As he does so, he points to
the responsibilities that computing professionals need to consider as they do their work, the
social environment within which they are acting, and the implications of what it is they are doing.
This is certainly distinct from competent creation, yet, the social remains ill-defined and
guestions about how to define the public good, what it means to engage in social responsibility,
and how particular goals and outcomes should be established are left open.

Certainly, these conversations occur among professionals as they relate to the products they
create, as well as among educators. As Stahl et al. (2016) note, professionals in computing have
been exposed through their education to the ethical standards of associated professional bodies
(e.g., ACM, BCS). Yet, understanding how to define and prioritize ethical needs and the relevant
issues that are at stake has not been part of that education. This leaves professionals in the
field—including practitioners and educators--to establish, for themselves and their students,
what ethical and social considerations might mean for those new to the profession. Certainly,
the complex process of “becoming” includes a premise under neoliberalism that it is through
your labor that you will develop a self-awareness. In essence it is labor itself that will stand as
the social (Farrugia, 2019:1098-99). To not accomplish is to potentially lose your sense of being.
For current computing professionals, including computer science faculty, who are functioning
within a social-economic-political environment where efficiency is primary, and for whom
instruction has typically been narrow and specialized, reaching beyond the confines of existing
understandings of the individual and competence requires additional resources for self and
profession. It is not clear that there has been sufficient education on the differences and overlap
among various ethical frameworks and interpretations of social responsibility to inform future
instruction.

There have, however, been attempts to create an ethics education framework. Over the years a
variety of approaches have incorporated ethics and social responsibility into the computer
science curriculum. There are two primary methods. The first involves a standalone course in
computing ethics and social responsibility. The second incorporates ethics and social
responsibility modules into most courses in the computer science curriculum.

There are numerous textbooks that are designed to support the standalone approach. For
example, Brinkman and Sanders (2013), Tavani (2015), and Quinn (2017). Others such a Burton,
Goldsmith, and Mattei (2018) describe a course that uses science fiction to drive the pedagogy
of a computing ethics course. Like many who teach computing ethics they are interested in
seeing students understand computing as something more than competent creation of
computing artifacts: “Teachers and leaders in the field have a responsibility to drive the
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discussion about the effects of their own work and the work of their students” (2018:57). Urman
and Blumenthal (2018) focus on engaging students in a different way. Their computing ethics
course is one that promotes the common good. Moore (2020) takes a different approach and
calls for the incorporation of politics into computing ethics education. Moore does acknowledge
a practical challenge of this approach: “instructors in computer science departments might not
be interested, available, or capable of teaching such classes” (2020:421). Henderson (2019)
describes a course focused on Data Ethics and Privacy that is a “fifth-level module” that is
available for master’s students as well as undergraduates who are in their final year.

There is widespread concern that the standalone computing ethics course model presents
several structural challenges. When the course is not taught by a computer science faculty
member, it sends a message to students that it is somehow less important than their “real”
computer science courses. This negative message is exacerbated when the course does not have
a “CompSci” prefix. Even when the course has that prefix and is taught by a computer science
faculty member, the fact that it is a senior-level course sends the message that the consideration
of ethical and social impacts of computing is something that is done late in the “computing
process” and after the “difficult technical work” is nearing completion. To address these
concerns, many are exploring ways to incorporate ethics modules in a variety of computer
science courses. Grosz et al. (2019) describe a project in which computing ethics modules are
developed for delivery in a variety of computer science courses at Harvard. Saltz et al. (2019)
describe how they integrate ethics into a variety of machine-learning courses. Skirpan et al.
(2018) developed modules where students are expected to incorporate the social and ethical
lessons into the projects they do in a variety of computer science courses.

There are many potential variations of the two extremes suggested above, including hybrid
models that include both approaches. Regardless of model, there is the bootstrapping problem
Moore (2020) acknowledged when it comes to incorporating politics into computer science. It
takes special expertise to teach computing ethics, use science fiction as a pedagogy, develop
students’ understanding of the common good, and importantly, to consider the “ethical and
social aspects” of a project from conception to completion. All computer science faculty, but
especially those at teaching-focused undergraduate institutions, need preparation that enables
them to effectively develop within their students these essential professional abilities. It may
not be easy. Henderson notes that he took a year’s leave to further his “understanding of law as
a mechanism for regulating and enabling ethical behaviour” (2019). Further, many computer
science faculty may feel ill-equipped to evaluate the sorts of work that tends to come along with
the teaching and learning of ethics and social responsibility.

The incorporation of ethics, and if it occurs, social responsibility, is not consistent across levels
of delivery within the computer science curriculum at the undergraduate level. Consequently,
students often find themselves exploring the ethical questions from a utilitarian perspective,
from an individualistic understanding of consequences for individuals who make up the
collective, or for themselves as professionals.

3. METHODOLOGY

In order to develop a deeper understanding of how ethics and social responsibility are
understood and when they are used by computer science faculty, we developed a multi-tiered
approach that is based in critical methodology and is designed to both interpret and engage.
First, we identified state, public universities that had computer science, humanities, and social
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science programs/departments. Each identified department had between 3 and 65 faculty.
Second, we designed interview and survey instruments to collect data from the selected
departments (Babbie, 2016). We received Institutional Review Board approval for all documents
and research processes.

Our research/intervention process occurred in three phases. In phase one we designed and
carried out a qualitative interview study with department chairs of the identified computer
science, humanities, and social science departments. We sent emails to the selected department
chairs announcing our project and requesting their participation in an interview. Interested
participants signed and returned an informed consent document prior to the interview.
Individual interviews occurred via an audio-only Zoom meeting, and we sent a debriefing
document after the interview. We designed the questions to identify existing understandings of
academics and academic practices related to the infusion of ethics and social responsibility into
the computer science curriculum, and computing concerns into humanities and social science
curriculum. We also asked about faculty collaboration and how those collaborations are
supported by colleagues, the department, and by the university. In addition, we sought
information on whether and how work in their department is aligned with strategic or master
academic planning at their institution. We used four questions, with additional probes, during
both the computer science and the humanities and social science interviews.

In phase two of the project we distributed a short survey instrument to all faculty in departments
where we had engaged in interviews with department chairs. Fifteen survey questions
distributed to computer science faculty explored the extent to which ethics and social
responsibility were perceived as important to instruction, research, and service, the types of
pedagogical approaches used, which courses incorporated ethics, what assessments were used
to understand skill development, the level of confidence faculty had in their knowledge of social
and ethical issues, and their pattern of collaboration. We also asked some basic demographic
guestions regarding years of experience and rank. We created and distributed seventeen survey
guestions to humanities and social science faculty. Similar questions regarding pedagogical
approaches, assessment, collaboration and demographics were asked of them We also included
questions to identify the extent to which they address digital communication, information
technology, or social media in their research and instruction, and their comfort level associated
with this delivery. Finally, for phase three, we identified, via online data collection and through
direct contacts, faculty interested in participating in workshops on ethics and social
responsibility.

For purposes of this paper we analyzed results from the interviews with computer science
department chairs and the survey results from the computer science faculty in the associated
departments. Our findings are based on an analysis of the five interviews conducted with CS
department chairs and the survey responses received from CS faculty. As of this writing, of the
150 surveys distributed, 16 have been completed. Our emphasis is therefore on a qualitative
interpretation. Berg (2009) argues that it is through qualitative processes that we can better
understand the interpretive processes of humans, their levels of awareness, and their thought
patterns. Our first step was to engage in open and focused coding of the five transcripts of the
interviews (Berg 2009, Katz 1983). Competent creation, expertise, and deference to authority
emerged from a review of the codes we identified. We also identified several important
elements related to pedagogical approaches and interest. Descriptive information from the
surveys conducted with faculty in the associated departments supports various aspects of these
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themes, and those results will be used to point to the significance of the details shared by
department chairs.

4. THE FINDINGS

The interest in and challenge of identifying and incorporating ethics and social responsibility in
the curriculum, instruction, and research of our selected computer science faculty was apparent
in a variety of ways. While there is professed interest, there are frequent questions about
placement of ethics. There are also descriptions without a direct understanding of whether the
placement of ethics is effective or, at points, necessary. Each of these aspects will be explored
under the themes outlined below.

4.1. Competent Creation

Department chairs addressed ethics in a variety of ways during the interviews, but the various
points at which they invoked aspects of competent creation in their responses are most notable.
Creation of a reliable product and the efficient means of instructing are clear priorities. Ensuring
that students are independent, successful, and meet the outcomes associated with particular
courses and the overall program of study are central concerns, and this focus is evident in the
way in which they describe faculty responsibilities, resource acquisition, resource use, and
development (e.g., grants).

Descriptions of instruction typically brought to the forefront their understanding of the necessity
of efficient instruction patterns, and how meeting particular outcomes, often set by industry,
were essential. As one chair indicates, [we]

“give our students a lot of really relevant up to date experience on how this material is
being used right this minute in industry.” M3B

“[T]he curriculum really focuses on the tech, the skillsets of actually doing the
programming, setting up servers, configuring servers, just to get the job done and get
the product delivered.” M3C

Additionally, expectations that the program of study will support economic direction and
student needs is clear from the following quote:

“We place really well our students to local companies in [our state] so that's one way
for us to contribute to the economics of the states.” M1R

Even as they touted the ability of faculty, they focused on the practical over and against the
ethical and social issues that might be addressed in the classroom. For example,

“our faculty are very good at covering the necessary theoretical aspects, but they've also
got a lot of practical experience” M3A

“this course needs to prepare students for the next course and the instructors in the
next course are complaining that students are showing up and they're not prepared and
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so there's a lot of pressure to use the limited time available to make sure students know
how to program and get them ready for the next class” M3l

A discussion of ethics under this framework highlights applied understandings and does not ask
guestions about the social implications of computing. As the chairperson stated, in courses:

“you talk about everything from security ethics to programming ethics to intellectual
property ethics to the ethics of application.” M2B

An emphasis on ensuring appropriate end-products was highlighted, with a focus on dealing
with understanding the rules surrounding research development and intellectual property:

“we do have to get a little into technology transfer and intellectual property, because in
some cases we are... and increasingly so, we are developing products for clients.” M2H

The pressures of instruction, research, and product development often lead faculty toward a
prioritization of time and delivery that follows patterns of neoliberal concern with product use
and safety and efficiency of development for clients. Even when there is an emphasis on ethics,
it is more directly related to the rules of use and how the transfer of a product is handled. When
emphasis goes beyond this level, instruction of the ethical and social responsibility issues is
placed differently within the curriculum or is outsourced to another department for support.
Competent creation is then revisited through the voicing of interest in a curriculum that meets
industry needs, through an emphasis on efficient use of resources, or through a deep concern
about faculty competence to deliver on ethical and social concerns. It is this emphasis on
expertise that carries with it multiple challenges related to overcoming competent creation.

4.2 Expertise

Responses from participants regarding how ethics and social responsibility is delivered brings up
faculty concerns related to instructing in areas that are outside of their direct training. While a
few faculty have more comprehensive training, many do not. As one department chair noted,

“having some background in philosophical ethics is a real help. And not all of the faculty
have a strong background in philosophy.” M2E

Faculty also recognized that aligning expertise with lower division courses where interest in
ethics is significant is important:

“But really in that liberal arts course, in that one non-major course, putting our best,
most experienced faculty in ethics is the way we like to go.” M2G

In order to ensure successful learning, there have been some efforts to encourage faculty
without expertise in ethics to engage in professional development, and certainly as it impacts
instruction and collaboration, it is perceived as important for faculty. For example:
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“Others have picked up the course with say a summer to prepare it and have done some
directed readings that are led by the experienced faculty.” M2F

Yet, department chairs acknowledge that it is challenging to deliver on ethics and social issues
associated with computing, when most of the faculty lack that expertise. As the following quotes
point out, the emphasis on specialization in training for a faculty position in computer science,
along with understandings of the boundaries of the discipline, preclude the possibility of
particular types of discussions and instruction.

“You're not going to bump into a lot of people who would be qualified to teach both a
course in computer science and say, a course in psychology.” M3T

“We, meaning those faculty teaching those courses, did not feel prepared and
competent to be teaching ethics, carrying the weight of the ethics teaching
responsibility.” M4D

“it's more the expertise or background preparation than it is the time per se. ... They're
hired to be a machine learning or a database or whatever expert.” M4H

“we're looking at about six of our forty faculty, and then the faculty that now teach the
one course, which is in essence the ethics course or the professionalism and practice,
that's two of us.” M4G

On a faculty of forty only two focus on ethics delivery at any level. Faculty have adapted to a
particular understanding of delivery and emphasize its functionality. However, as they leave
ethics delivery to a small number of individuals in their department, or as they emphasize
delivery of ethics at the lower division or within an application, they marginalize it and present
ethics and social issues to students as either specific concerns (i.e., applications), end point
concerns (i.e., when you find particular cases within a setting), or areas that are outside their
purview. This implies that it is also outside the students’ purview. If they “run into” an issue it
will be considered, but from what angle and with what tools? Modeling expertise as it is
currently structured, implies that while ethics and social responsibility are important, they are
not central to the life of the discipline. In essence, functionality means “does it work?”

In large measure, the expertise interpretation present in these discussions also carries a sense
of deference to authority, a deference to the training previously received as well as a deference
to other forms of authority that exist within and adjacent to instruction. Looking at those
patterns of deference provides additional insight into how computer science faculty understand
expectations.

4.3. Deference to Authority

Public universities exist within the authority structure of the state and adhere to laws and
policies that are externally driven and internally interpreted. Rules and regulations apply to
multiple aspects of instruction and course delivery, and review of practice occurs by the state,
regional accrediting bodies, and accreditors specific to the programs (Bowen & Tobin 2015). A
priori to any state or local structure and rules, disciplines themselves internally seek validation
from their trajectory of knowledge creation and application. It is a form of authority that exists
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within the language, method, and substance of the discipline, as well as in and through those
deemed “worthy” to speak with and for the discipline itself (Bowen & Tobin, 2015; Hallett, 2007
Kaufman-Osborn, 2017; Keith, 1994). Identifying levels of authority, and who can speak for what
under what circumstances can be a topic of debate. There is a form of deference present in the
understanding of who has expertise related to which knowledge that serves both in support of
and a barrier to knowledge creation and delivery. Yet, for the department chairs that were
interviewed other forms of deference to authority were often predominant. Sometimes
interestingly so:

“We've got a lot of accreditors breathing down our neck” M3H.

Another noted,

“because we're ABET, we tend to follow a traditional, create the objectives, create
where we're going to measure that and what ranges we're going to look for in
determining whether it's effective.” M4F

Deferring to program accreditors both provides support for the delivery of the program and for
the attainment of resources that programs perceive they need. Importantly accreditors also
establish a mechanism for where and whether discussions of ethics and social responsibility are
incorporated into the program of study. For many, program accreditation is a sign of success.
Without it, resource discussions and understanding of program goals and outcomes may
become more difficult.

Interest in program accreditation needs can also be identified in discussions about when and
how a faculty person may decide to change what they deliver. Certainly, faculty are responsible
for structuring their courses and syllabi, however, they are also responsible for delivering on
departmentally understood curricular outcomes that support accreditation. When asked about
whether faculty might insert more discussions of ethics and social responsibility into their
courses, a department chair responded:

“faculty would be willing to work in elements so long as they're comfortable that the
existing core curriculum items that they're responsible for and they're going to get
dinged for if they don't cover, if there's room to squeeze it in. If they've got the
authorization from the department that this is the deployment level responsibility” M3)J

“If that's a department level decision, then | think they would follow it. That would give
them the cover that they would need, and they wouldn't be nervous that they were
going to get dinged for stealing time from something else that they thought was more
important.” M3M

In these quotes we see both concern about what a faculty person will be downgraded for not
delivering and a sense that a faculty person needs “cover” in order to feel comfortable adjusting
instruction. This suggests that the department has a set understanding and that “deployment”
of the curriculum is not in the total purview of the faculty person. Departmental authority to
frame, set, and implement appears to be officially set, and deference to that set understanding
of the substance of a course is essential to faculty success.
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Interpretations of authority are also evident related to university structure, procedures, and
processes. When asked about the feasibility of more cross-disciplinary instruction and research,
a chair responded:

“there is a gigantic administrative barrier in the form of the faculty union.” M3S

The implication is that there are significant challenges depending on faculty/administrative
structure related to setting up team instruction.

The chairperson, identifying the limits to their own administrative authority in scheduling team-
teaching, stated:

“if | were to take say, an instructor with a PhD in psychology and appoint them to be the
instructor of record for a senior level course in the computer science department. I'm
not sure | could do that.” M3U

Even with accreditation and internal departmental control over curriculum, faculty, in this case
department chairs, do not feel that they have the authority to make significant delivery
adjustments that cross disciplinary boundaries or reach into the community at large. The same
department chair noted:

“but there's a lot of red tape. | know they ran into a bunch of red tape problems because
you have to be careful that you're not setting things up where students appear to be
competing with outside industry.” M3Q

The caution related to process and procedure and the impact it has on making significant change
to curriculum or delivery is also evident when chairs were asked about department involvement
in institutional strategic planning or master academic planning. One participant indicated:

[The] “University just finished the strategic plan and then [the] college actually had a
committee that they developed a stage and then the departments are kind of asked to
revise or revisit their strategic plan. ... So it's a top down process that's, so we are
meeting the university missions and the goals as we develop our own and strategic
plan.” M5P

The hierarchical nature of public universities is exemplified in this quote, and in the comments
regarding course content, faculty delivery of that content, and accreditation. Perceptions
related to change includes references to faculty being “nervous” about “stealing” from
something considered more important, and a need for “cover” to allow for any significant
incorporation of ideas that are outside of curriculum delivery toward product development. The
implication is that the trajectory of the department, its curriculum, and its students are set, and
that adjustments that do not follow the line of sequenced development are suspect. Perhaps
the real struggle is with balancing understandings of the hierarchical university, the accrediting
bodies, and the discipline itself. What is most significant here? Where is the time to process?
Faculty find themselves challenged by a need to balance various aspects of course delivery,
research, and service.
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5. SHIFTING THE FOCUS—WORKSHOPS FOR CRITICAL CONSCIOUSNESS

A review of the department chair interviews and responses to the faculty survey underscores
the relevance of the identified themes. Responses to the survey demonstrate an understanding
of the necessity of instruction in responsible computing and the current placement of ethics and
social responsibility in the curriculum. Of the sixteen faculty who responded to the question, “As
a faculty person in higher education, to what extent do you see responsible computing (i.e.,
ethics and social responsibility in the design and implementation of information technology and
social media) as important to your instruction?,” twelve indicated that it was important and four
that it was somewhat important. When these response patterns are compared to responses to
the survey question, “Considering the standard CS courses identified below, to what extent do
you address ethics or ethical and/or social issues in each course?,” we note some discrepancies.
Response options for this question were: to a great extent, to some extent, not at all, or does
not apply. Of the twelve participants who responded to this question, nine indicated “does not
apply” for Artificial Intelligence courses and Database courses. Eight chose “does not apply” to
Computer Graphics Courses and seven chose “does not apply” to Web Programming. On the
other hand, other courses were identified as including responsible computing at a high or fairly
high level. The courses that were identified as addressing ethics and social issues the most were
Computer Science 0, Networking, and Thesis.

These responses are consistent with department chair comments regarding responsible
computing placement in the curriculum and raise questions about how additional instruction in
responsible computing could be infused into the curriculum. Perhaps, given how faculty
currently handle the curriculum, the feasibility of incorporating responsible computing is not
viable due to elements of time, expertise, and expectations surrounding curriculum sequencing.
Or perhaps delivery of topics such as Al and databases is done mechanistically and portends
conversation about the inclusion of substance and consequences of ethics in instruction.
Nevertheless, these data and the interviews with department chairs confirm the presence and
absence of particular types of substantive conversation regarding responsible computing at
public state universities and highlights where professional development may be possible.

To assist faculty who are interested in infusing ethics more systematically across the curriculum,
we have designed a workshop that will help faculty reach across disciplines. Each workshop
involves computer science and humanities or social science faculty who come together for five
to six hours. Rather than having the workshop designed around a case analysis or a direct lecture
framework, we engage faculty in a staged process to address interests, capacities, and
modalities. The pair and share process encourages the development of empathy regarding
individual interpretation of responsible computing, ethics, and social elements. The model also
demonstrates how engaged dialogue can build toward deeper reflection and can act as the
groundwork for pedagogical practice. We model designing a teaching module using a dialogical
process that demonstrates stages of development. At the end of this step, participants have an
awareness of not only what a module may contain, but how alternative viewpoints are used to
approach a standard computer science topic. Using elements from critical curriculum studies
and interpretations of virtue ethics, we encourage both personal and professional self-
awareness and development through this workshop (Au 2018, Stovall, 2011).
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6. CONCLUSION

The responses to the interviews and the supplemental data from the survey demonstrates how
particular interpretations of expertise and delivery are embedded within academic cultural and
structural dynamics. The themes of competent creation, expertise, and deference to authority
capture the essence of the strengths and challenges faculty face in meeting the expectations of
departments, universities, and industry. While many of these faculty see the incorporation of
ethics and social issues into the curriculum in a systematic manner as important, and perhaps
even wish for more, they consistently point to the need for efficiencies, concerns regarding their
own expertise, and prioritization of need. Since our social, professional, and digital
environments are now deeply entwined, it is time to help faculty enhance their capacity to
embed ethics and critical awareness into the culture of their teaching and research.
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ABSTRACT

This paper reflects on collaborative research to create an experiential learning pedagogy for a
project management class. The motivation for this research was based on the authors belief that
core skills such as teamwork, communication, professionalism and ethics are part of experiential
learning pedagogy, which prepares the students to deal with challenges faced in today’s
technology related businesses. This class is taken by computer science and information system
students prior to graduating. The National Society for Experiential Education’s framework was
used while developing the curriculum. The theoretical framework is also used to reflect on the
past and present’s outcomes of the project as well to provide guidelines on curriculum
robustness for an experiential learning project management class. The findings and lesson
learned will contribute towards pedagogy where instructors intend to create an experiential
learning platform for their project management students.

KEYWORDS: Project management, Information systems, Experiential learning, DATIM, NSEE.

1. INTRODUCTION

This paper reflects on collaborative research to create an experiential learning pedagogy for a
project management (capstone) class. The motivation for this research was based on the authors
belief that core skills such as teamwork, communication, professionalism and ethics are part of
experiential learning pedagogy, which prepares the students to deal with challenges faced in
today’s technology related businesses. This class is taken by computer science and information
system students prior to graduating. Prior to taking this class, the students are required to take
foundation classes in computer science and information systems courses. In addition to the
foundation classes, the students also have taken classes that introduce them to topics linked
with understanding the interface between computer software and hardware including
processor architecture, computer arithmetic, instruction set architecture, and assembly
language. They also learn about and conduct projects in higher-level languages, computer
performance analysis, basic concepts of pipeline, introduction to memory management,
Computer 10, and disk storage systems. Both computer science and information systems
students are required to take programming language courses in C, C+ and Java Script. They are
also required to take a class in database management systems that include: database
processing, data modelling, database, database design, development, implementation,
alternative modelling approaches, and implementation of current DBMS tools and SQL.
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The Computer Science and Information Systems (CSIS) capstone project’s gives senior-year
students an opportunity to manage a major information systems development/enhancement
project, in which they apply what they have learned in various other courses to a single project.
The emphasis is on enterprise-level project management. This course’s learning outcomes
include: 1) Providing senior-year students an opportunity to manage a major information
systems development or enhancement project, which is proposed by the instructor or the
students themselves. Students will utilize various technical skills that they have learned from
various courses in a single project. Project management techniques will be emphasized in class;
2) Developing students’ abilities to initiate, analyse, evaluate and manage an IS project in
preparation for making informed decisions as a future IT project manager; 3) Developing
students’ ability to distinguish among opinions, facts, and inferences; to identify underlying or
implicit assumptions; to make informed judgments; and to solve problems by applying
evaluative standards when working with an IS project; 4) Providing students an understanding
of the challenges of different project stages, and will develop skills to understand and handle a
variety of project management challenges; and 5) Developing a comprehensive understanding
of implementing and managing an Information Systems project. The number of students ranged
from ten to fifteen in each class annually. The class duration was fifteen weeks and was
conducted in the last semester before the students graduated.

2. BACKGROUND

This section describes the National Society for Experiential Education (NSEE) framework and the
Forest Service application, Design and Analysis Toolkit for Inventory and Monitoring (DATIM)
project which has been a collaborate project for capstone classes since 2015. The National
Society for Experiential Education’s framework was used while developing the curriculum. The
theoretical framework was also used to reflect on the past and present’s outcomes of the project
as well to provide guidelines on curriculum robustness for an experiential learning project
management class.

2.1. NSEE framework in context of project management class

The National Society for Experiential Education (NSEE) framework the varied roles and
responsibilities represented in the field of experiential education. Founded in 1971. The
members of NSEE advocate for the use of experiential learning throughout the educational
system; to disseminate principles of best practices and innovations in the field; to encourage the
development of research and theory related to experiential learning; to support the growth and
leadership of experiential educators; and to create partnerships with the community. Since the
founding of the Society, the Board of Directors, staff, and membership have been governed by
policies and practices that guide ethical actions, relationships, and decisions. The distinctive
purposes and conditions of experiential learning demand that all those involved in the process
of learning through experience are held to the highest standards of mutual respect and
responsibility, and that ethical behaviour is understood and practiced at every level of the
learning process. Eight Principles of Good Practice for All Experiential Learning Activities include:
Intention; Preparedness and Planning; Authenticity; Reflection; Orientation and Training;
Monitoring and Continuous Improvement; Assessment and Evaluation; and Acknowledgment.
The NSEE points out the importance of organizational partnership. As mentioned earlier, the
instructor encouraged guest lectures from different departments, including English,
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communication, and law. This provided background information and learning skill about
technical writing, communication and presentation skill and relate the importance of these skills
in the context and working environment in which they will be exposed to after graduation.

In the first principle, intention, it is important that demonstrates the purposefulness that
enables experience to become knowledge. It is goes beyond more than just outlining the goals
and objectives, and activities that define the experience. This directly leads to the next principle
of preparedness and planning. Participants must ensure that they enter the experience with
sufficient foundation to support a successful experience. This early stage requires to carefully
align the identified intentions with the goals, objectives and activities to be flexible enough to
allow for adaptations as the experience unfolds. Authenticity principal must have a real-world
business environment that will be useful and meaningful in reference to context selected. This
is followed by the reflection, that helps to transform simple experience to a learning experience.
These activities designed can create knowledge that the learner can internalized. Furthermore,
it allows the instructor to reflect on the assumptions and hypotheses about the outcomes of
decisions and actions taken, along the outcomes against past learning and future implications.
This reflective process is integral to all phases of experiential learning, from identifying intention
and choosing the experience, to considering preconceptions and observing how they change as
the experience unfolds. Orientation and Training principle within the NSEE framework adds
value of the experience to be accessible to both the learner and the learning facilitator(s), and
other parties who are part of the experiential learning. Monitoring and continuous improvement
ensures that the experience, as it is in process, continues to provide the richest learning possible,
while allowing responsibility and accountability. The feedback will contribute towards the
contentious improvement for an experiential learning experience. Assessment and evaluation
processes should be systematically documented with regard to initial intentions and quality
outcomes. Assessment is a method to not only develop and but refine the initial goals and
quality objectives identified. Finally, acknowledgment principal is a recognition process of
learning and its impact on all the parties involved throughout the experience. This principle is a
form of a celebration of learning and helps provide closure and sustainability to the experience.

2.2. DATIM application

The context of the project was the Forest Service application, Design and Analysis Toolkit for
Inventory and Monitoring (DATIM). This project is partially funded by the USDA Forest Service,
Forest Inventory Analysis. This paper specially reflects on the four years of DATIM project’s
structure, results, and lessons learned. The goal was to facilitate an experiential learning
environment to provide student’s flexibility to identify their milestones within the project scope.
Based on the feedback from both students and client, every year the project and pedagogy style
was modified. Experiential learning topics such as ethics were included as part of learning
outcomes to help prepare computing students to meet global challenges that they may face in
real business settings.

The United States Forest Service (USFS) is an agency of the United Sates Department of
Agriculture that administers the nation's 154 national forests and 20 national grasslands, which
encompass 193 million acres. Major divisions of the agency include the National Forest System,
State and Private Forestry, Business Operations, and the Research and Development branch.
The application, Design and Analysis Toolkit for Inventory and Monitoring (DATIM) is being
developed for Inventory and Analysis (FIA), a research branch of the USFS. The DATIM project is
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a collaborative effort between the National Forest System (NFS) and USFS Research &
Development (R&D), Forest Inventory and Analysis (FIA), and Ecosystem Management
Coordination (EMC) staff. The co-author, a Research Fellow at Southern Utah University is the
main collaborator with the development team of DATIM. He has been part of the DATIM
capstone project for the last four years and has worked closely with the primary author as a
client for the student’ projects.

3. EXPERIENTIAL LEARNING PROJECT MANAGEMENT

This section reflects on the NSEE framework and project management for information system
and computer science students. The capstone class was comprised of senior undergraduate
Computer Science (CS) and Information Systems (IS) students. The DATIM project was part of
the project management between 2016-2020. The projects involved teamwork and lasted
fifteen weeks. The aim of the capstone curriculum was to foster a teaching environment to: 1)
include interdisciplinary partnership among university departments; 2) cultivate local industry
alliances; 3) encourage students' analysis and synthesis of skills and knowledge in a real business
set-ting project.

3.1. Experiential Pedagogy

In 2016, the first year of the capstone class, twenty students who participated in DATIM
application project included both computer science (5) and information systems (15) students.
The student diversity included: three Caucasian females, seven male international students, and
remaining male Caucasian students. In 2017, eighteen information systems students
participated, which included zero females. Whereas, in 2018, there were six students, of which
one was a female student. In 2019, there were eleven students, all male students. In 2020, six
students were part of DATIM project with one female student. While planning the lessons,
different types of assessments were designed. The evaluation process of each assignment
varied, for example, report writing, class presentation, public presentation. The design for
assessment incorporated core skills evaluations. These were systematically designed by keeping
in mind the initial intentions. A Few months prior to the class, all students who had registered
for the course were emailed details and context of the DATIM project. Meetings were held with
students interested in the project to discuss the planning phase for their individual projects. On
the first day of class, the DATIM project was sub-divided into smaller, individual projects. The
students were provided an opportunity to ask questions. It was interesting to see how varied
the point of view of the students was. Some students were more concerned with the timeline
and the usefulness of such projects that required working with business. Over the five years,
different projects were developed which were associated DATIM. Having said that, the project
management pedagogy was designed with the NSEE framework, providing an annual
communality to the overall capstone class design. The planning phase also included asking
students the same set of questions at the beginning and at the end of the semester.

By the end of fifteen weeks, the same students who questioned the intention of the
purposefulness and the experience gained in the classroom were appreciative of the exposure
they received to a real business setting. The intention was to examine students’ experience of
the project. The goals of individual projects was to prepare students for the working life, making
them familiar with the work place by practicing their skills on real-world business setting. The
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Client (co-author) and his team visited the class nearly every week to provide the students
feedback during project development. They were required to update their weekly report with
their experience, questions for the clients and progress of their projects. The Learning
Management System, Canvas was used to post resources as well as students’ findings. The
weekly report included students’ weekly goal as a team individual task, challenge encountered,
and how did they overcome the challenges as both a group and as individuals. While designing
the project management, the next two principles, authenticity and reflection, included formal
and informal feedback, and assignments. Based on the feedback received from students, peers
and the client, every year, the class curriculum as well DATIM application project was modified.
Both the client and the instructor felt it was important that the students understand the
background of DATIM application and its purpose. Training and orientation both in person and
online tutorials were given to the students each year. Reviewing progress of students, feedback
and outcomes of the project, helped the instructor to modify the curriculum each year. The
rubric for assessments, presentation and group report were carefully designed for an
experiential learning classroom environment. Given that reflection is also an essential tool for
adjusting the experience and measuring outcomes, students were required to present progress
report three times in the semester.

3.2. Outcomes of experiential pedagogy

The table below summarizes the main outcomes during the years 2016- 2020 capstone project
linked with the DATIM application.

Table 1. Capstone Project Outcomes.

Year Sub-projects Outcomes
. Template of Webinar  Training,
Programming, S
o . Guidelines
2016 Training Webinar, Programming report in Silverlight
Functionality of DATIM 1000+ tests ran on DATIM
Google Analytics, Report of Google Analytics on DATIM,
2017 Database Expansion on DTIM & ATIM, 2,700+ tests ran on DATIM,
Functionality of DATIM Training session for next class.
Cybersecurity & FIA, 3 Ioca'l conference presentations,
. . . Security report for SUU FIA team,
2018 Section 508 Complaint testing (1st .
time) 508 testing report,
' Recommendations for PEN testing.
2 local conference presentations,
Detailed report on 508 Section 508
Section 508 Compliant Testing, Compliant solutions,
2019 Gender Neutrality, Resource of 45 articles on Gender
International FS sites Comparison. Neutrality,
Report to compared DATIM to 6
international countries for design.
5020 Find solutions to automate the issues | Solutions & resources for 9 issues
identified in Section 508 Complaint Posters accepted for local conference.
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4. DISCUSSION AND LESSON LEARNED

Every year the pedagogy was modified based on previous year’s findings. Students were exposed
to a real business setting where they appreciated the depth of responsibility, accountability and
skills needed to work in a team. Students enjoyed the freedom to design their own sub-projects
within the context of the larger DATIM project. This freedom to create subprojects within a large
complex application development fostered a spirit of collaboration and team work.
Subsequently, it also provided a means to create a sense of work ethics and professionalism as
can be found within a professional team. Literature suggest that such skills are crucial when
preparing students facing global challenges in the work field. In their paper, Leidig and Lange
(2012) highlight lessons learned from one hundred projects over the course of ten years.
Although their focus was on community-based non-profit organizations, they provide useful
insight about information systems capstone. It was also found designing pedagogy with NSEE
framework created an informed learning context that foster students’ growth and actualization
of potential, achieve academic and civic goals, and reflect excellence in curriculum design and
quality. Quality and design of the curriculum of the capstone class was validated by the same
students were hired by the businesses because of their technical and soft skills. It could be
argued that the clients had found an opportunity to develop the skills in the classroom catering
for their businesses. These skills give the graduates the ability to work in an ever-changing
environment with individual and group challenges. Developing experiential pedagogy also posed
some challenges. For example, some students resisted this style of learning and wanted
structured assignments. During planning, guest lectures, examples of successful and
unsuccessful projects, importance of soft skills in project management were incorporated into
the curriculum. At the end of the semester, it was interesting to note that some of the same
students who resisted working with the DATIM project actually felt enriched and said it added
“value” to their experience.

Overall students appreciated the pedagogy style of teaching and believed that that experiencing
core skills added value to the class. The intention of choosing DATIM application project was to
provide an exposure to the class of the different complexities and business settings. It was
interesting that this pedagogical approach initially did not spark as much interest as the authors
wanted but as the weeks passed, lectures and real case study scenarios related to the project
made it interesting for them. Consequently, the pedagogy designed did provide an enriching
learning style different with flexibility, opportunity to work as teams, and enhance their
leadership skills. Subsequently, students were able to enhance their abilities to initiate, analyse,
evaluate and manage an IS project in preparation for making informed decisions as a future IT
project manager. Working in a diverse team environment proved beneficial to the students as
they began to appreciate and understand ethical and professional code of conduct when
handling different phases of project management challenges.

5. CONCLUSION

Pedagogy for a CS and IS capstone class should be an experiential educational that includes core
skills such teaching ethics and professionalism. This will prepare the students to face the global
challenges in today’s technology-based businesses. The NSEE framework outline principles that
to incorporate various phases as part of the experiential learning platform. The framework used
in this paper to design capstone project management class where student’s feedback and
suggestions, collaborative work, modified pedagogy to prepare students with skills that will help
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them when facing challenges in computing field. Pedagogy also emphasize team work,
communication skills, leadership skills, critical thinking solving problems and finding alternative
solutions. To conclude, the DATIM application project provided unique opportunities for CSIS
students to gain leadership skills, understand the different aspects of project management, and
gain a real-business setting experience in a experiential classroom.
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ABSTRACT

This paper is a viewpoint rather than grounded in research. It questions some of the established ICT
norms and traditions which exist both in industry and academia. The aim is to review current ICT ethics
educational strategy and suggest a repositioning which aligns with the concept of computing by
everyone for everyone. Professional bodies, in their current role, have little influence on 97 percent of
global software developers whose ethical code and attitude to social responsibility comes from
elsewhere. There needs to be a radical change in how the ethical and social responsibility dimension
of ICT is included in education of the whole population rather than focusing on the elitist computing
professional community. It is against this backdrop that this paper explores new avenues for widening
education, both formal and informal, to all those who may become involved in computing. The
discussion concludes by laying out a new pathway for ICT ethics education which embraces people of
all ages and all walks of life.

KEYWORDS: Thought Experiment, STEM, STEAM, Poetry, ICT Ethics, Oral History.

1. INTRODUCTION

Computing is no longer the sole domain of professionals, educated and trained through traditional
routes to service public and private sector organisations under paid contracts. Computing is now by
everyone for everyone with the advent of economically accessible hardware, a multitude of software
tools and the Internet (Rogerson, 2019a). The IDC survey of 2018 found that there were, worldwide,
18,000,000 professional software developers and 4,300,000 additional hobbyists. The combined
membership of leading professional bodies, ACM, ACS, BCS and IFIP represents only 3.09 per cent of
that global total. The youngest app developer at Apple’s Worldwide Developers Conference in June
2019 was Ayush Kumar aged 10 who started coding when he was 4 years old (Graham, 2019). He is
not alone, 15 year old, Tanmay Bakshi, who is the world’s youngest IBM Watson Developer, started
software development when he was 5 years old (Param, 2018). These facts suggest that professional
bodies, in their current role, have little influence on 97 percent of global software developers whose
ethical code and attitude to social responsibility comes from elsewhere.

It is now over a year since the launch of the new code of ethics for the ACM. At the last ETHICOMP
conference much time was devoted to discussing the Code and the part it would play in moving ICT
ethics forward. The code has spawned the ACM Integrity Project: Promoting Ethics in the Profession
(https://ethics.acm.org/integrity-project/). The aim of this 2-year project of the ACM Committee on
Professional Ethics is to promote ethics in the profession though modern media: YouTube videos,
podcasts, social media, and streaming video. The use of modern media should certainly appeal to post
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millennials and offers a new approach to engage with future generations of computer scientists.
Unfortunately, there has been little exposure of this project in, for example, the ACM’s flagship
publication, the Communications of the ACM. However, that same publication ran as its cover story in
the August 2019 edition “Embedded EthiCS: integrating ethics across CS education” (Grosz et al, 2019).
This is a paper about Harvard reinventing the wheel of computer ethics education which has a long
and comprehensive history stretching back to the 1980s (see, for example, Aiken, 1983, Johnson, 1985,
and Miller, 1988). It offers little new insight, does not link to a 40 year history and experience (for
example see Pecorino and Maner, 1985; Martin, Huff, Gotterbarn and Miller, 1996; and Bynum and
Rogerson 2004), nor does it appear to connect with the Integrity Project.

Within industry and government, the compliance culture has taken a firm hold and so strangles the
opportunity for dialogue and analysis of complex multi-faceted socio-ethical issues related to ICT.
Superficial compliance is dangerously unethical and must be challenged vigorously in a technologically-
dependent world. The timeframes for ICT development and ICT regulation and governance are, and
will always be, misaligned. By the time some control mechanism is agreed, the technology will have
moved on several generations and thus what has been agreed is likely to be ineffective. Currently, this
seems to be the case with the governance of Artificial Intelligence, as there are so many opinions and
vested interests causing protracted debate whilst Al marches onwards. Thus, it is paramount to imbue
strategists, developers, operators and users with practical ICT ethics. In this way ethical computing has
a chance of becoming the norm. Traditional approaches of professional bodies seem ineffective in a
society which is moving rapidly towards complete dependency on technology

It is this landscape which makes the ETHICOMP 2020 theme, Paradigm shifts in ICT Ethics, so relevant.
It is time to change. In the spirit of Kuhn (1962) we need a paradigm shift in ICT Ethics to address the
societal challenges in the not-so-smart society of today. He suggests that scientific progress of any
discipline has three phases: pre-paradigm phase, a normal phase and a revolution phase. Progress
occurs when a revolution takes place after a dormant normal period and the community moves ahead
to a paradigm shift. Given the ongoing frequent occurrence of ICT disasters, it seems ICT ethics
education in its current dormant normal phase is in need of revolution. There needs to be a radical
change in how the ethical and social responsibility dimension of ICT is included in education of the
whole population rather than focusing on the elitist computing professional community. It is against
this backdrop that this viewpoint explores four new avenues for widening education, both formal and
informal, to all those who may become involved in computing. These avenues are: science and
technology museums, history, thought experiments, and poetry. Such avenues also offer greater
awareness to the public at large and align with Burton et al (2018), who use science fiction to teach
ICT ethics, rather than Harvard’s unimaginative, traditional approach already discussed.

2. AVENUE ONE: SCIENCE AND TECHNOLOGY MUSEUMS

An innovative interactive facility, Ethical Technology could be rolled out across the global network of
science and technology museums and activity centres. It would be a programme for children and adults
of all ages. It would be the catalyst for public awareness and public voice, schools’ cross curricular
activities, higher education research, teaching and learning, and new meaningful purpose for
professional bodies.

Ethical Technology comprises four elements: If by chance, Story time, Worldwide watch and Out and
about which combine to form a compound view of the ethical dimension of computing technologies
and the ramifications for general population.
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The first element, If by chance, is an opportunity to see giants of computing and literature in a different
light through a set of hypothetical conversations between contemporary pairs. The conversation is on
an ethical technology topic which is relevant to the expertise, experience and thinking of the pair of
individuals. For example, Charles Babbage and Ada Lovelace discuss the increasing use of moral
algorithms in everyday technology. The moral algorithm is used to embed ethical decision making into,
for example, driverless cars. In a second example, Isaac Asimov and an intelligent robot discuss the
relationship between human and android. Global laws and legal frameworks provide the scaffolding
for a civilised society. How do The Three Laws of Robotics and android rights impact on a human
society?

The second element, Story time, is a series of case scenarios which contain at least one ethical
dilemma. Every story is based on either a real event or created by combining existing technologies in
a societally-damaging manner. A typical example is this hypothetical story, The Data Shadow, about
personal data which resides on the internet. It has its foundation in things which have happened
(Rogerson,2017). It raises serious questions about whether we should be more aware of the risks
associated with data shadows and whether there are things organisations and individuals could do to
reduce such risks. The person engaging with the story is given a range of options to choose from to
resolve the dilemma. The likely outcome of a chosen option is displayed. An infograph displays the
totals of each option chosen with a summary of the likely outcomes for each.

The third element, Worldwide watch, is a repository of ethical and unethical technology occurrences.
This element is an interactive blog which tracks worldwide media to collect stories of unethical and
ethical technology. People will be able to give their opinions via a simple Likert scale for ethics. This
could be part of a web-based offering where people could also add comments. In this way a rich
dynamic record of ethical technology issues could be captured and retained. Again total opinions are
captured using an infograph. This element offers an online link to be established across the
participating community.

The fourth and final element, Out and about, is the outreach element of Ethical Technology. Much of
the technology which pervades living space is ethically and socially sensitive. Such commonplace
technology becomes invisible and unsurprising. Out and about aims to increase public awareness by
providing multimedia information about technology and the associated ethical and societal sensitivity.
Access could be, for example, through a QR reader on a smart phone. This element links people to
Ethical Technology in their living space. Computer-based technology in everyday use in public spaces
is used to illustrate the associated ethical and social issues. In this way public awareness is increased
resulting in greater community questioning and calls for justified accountability. The applications such
as ATMs, CCTV, and contactless payment systems would be fitted with QR codes which provide links
to multimedia information about the ethical and social dimensions. Using this element, virtual
assistants, such as Alexa and Siri, which masquerade as pseudo-friends, could be ethically
contextualised.

3. AVENUE TWO: LEARNING FROM HISTORY

Deborah Johnson (1997, p61) wrote “The ethical issues surrounding computers are new species of
generic moral problems. This is as true when it comes to online communication as it is in any other
area of computing. The generic problems involve privacy, property, drawing the line between
individual freedom and (public and private) authority, respect, ascribing responsibility, and so on.
When activities are mediated or implemented by computers, they have new features. The issues have
a new twist that make them unusual, even though the core issue is not.” She has been proved correct
and consequently there is much to be learnt from the history of computers through, for example trade
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journal archives and the Communications of the ACM archive. However, in the context of ICT ethics
the annals of ETHICOMP provide a particularly rich resource from which to learn. These historical
records are important because history forces both scholar and practitioner “to lift their heads beyond
the lab bench or the clipboard and realize the greater social, economic, and racial contexts in which
their [work] plays out. It gives them a sensitivity that only the humanities can teach.” (Dubcovsky,
2014). The themes of the first conference, ETHICOMP 95, were Ethical Development (The use of
development methodologies and the consideration of ethical dilemmas, user education and
professionalism); Ethical Technology (Advances in technologies and the ethical issues they are likely to
raise when applied to business and social problems.); and .Ethical Applications (Developing ethical
strategies which allow technology to be exploited in an ethically acceptable way.). This remains a
relevant landscape and so illustrates that reflecting on the past can help in addressing the ICT ethical
challenges of today and the future.

In its 25 years history ETHICOMP has evolved from a fledgling conference to become a multi-
generational global community. Therefore the value of ETHICOMP is not simply the conference themes
and associated papers but it is its community of people and their thoughts and observations over the
passage of time. Such narrative is often forgotten or overlooked. Oral history addresses this oversight
because it is a way of gathering, recording, and preserving a diverse range of personal experiences that
generally are not well documented in written sources (Dalton, 2017). It enhances reflective thinking in
both typical and non-typical educational settings (Gazi and Nakou, 2015). For this reason oral histories
began being collected at ETHICOMP 2018. To date 18 have been collected involving around 25 people
belonging to the ETHICOMP community. Summaries are being prepared so that easy access can be
facilitated.

Currently there exists a comprehensive record of ETHICOMP (held by this author) which maps the
complete history of the ETHICOMP conference series from the kernel of the idea through to the latest
conference However, this collection is inaccessible and the potential value for future generations of
scholars, practitioners and observers is lost. This archive comprises conference themes and calls;
programmes; abstracts, proceedings, posters and flyers; pictures; videos; oral histories; and spin-off
activities and miscellaneous materials. This could be housed on a purpose-built website to establish
an interactive repository which not only holds the archive but also had a blog and social media facility
which enables visitors to add content and make comment. This interactive repository using a
chronological taxonomy would offer practical ethical insight to all those involved in computing. The
Chronological Taxonomy is novel and potentially valuable across all empirical research disciplines
(Rogerson, 2018). It is a two-dimensional method of ordering; the first dimension is Chronology which
focuses on time and the second dimension is Taxonomy which focuses on classification. A typical
classification could be based in IFIP’s technical committees and working groups structure. The
Chronological Taxonomy is a powerful tool which can be used to structure and analyse the interactive
repository through using concatenated keys to sort the data thus making issues, trends and patterns
more visible. As the data set held in the repository expands and perhaps automatic feeds are
established to harvest advances and issues, the use of Big Data analytics might be needed.

4. AVENUE THREE: THOUGHT EXPERIMENTS

Brown and Fehige (2014) explain that thought experiments are used to investigate the nature of things
through one’s imagination. Usually they are communicated through narratives and accompanying
diagrams. Brown and Fehige state that, “Thought experiments should be distinguished from thinking
about experiments, from merely imagining any experiments to be conducted outside the imagination,
and from psychological experiments with thoughts. They should also be distinguished from
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counterfactual reasoning in general, ...”. This approach can be used to explore the possible dangers of
dual use of technological advances that could occur in the absence of effective ethical scrutiny.
Rogerson (2020a) uses two thought experiment instruments to acquire new knowledge about the
dangers of Free and Open-Source Software (FOSS) components which could have dual usage in the
context of afictitious system, Open Genocide. It is an investigation which cannot use empirical data as
this would require the actual and immoral construction of a system of annihilation.

These thought experiments are grounded in the Holocaust enacted by the Nazis. By the end of the war
some 6 million Jews and many millions of Poles, gypsies, prisoners of war, homosexuals, mentally and
physically handicapped individuals, and Jehovah’s Witnesses had been murdered. The historical
account of human suffering is sickeningly shocking but alongside this is the realisation of evil brilliance,
not mindless thuggery, that orchestrated the Final Solution (a Nazi euphemism for the plan to
exterminate the Jews of Europe).

On a bitterly cold day in February 2006 the author (SR) was quietly standing looking at the building
which housed the gas chamber at Auschwitz. He reflected on the evil brilliance which had facilitated
the Final Solution. He wondered what might have happened if the computer technology of 2006 had
been available to the Nazis. It was a consideration which resonated with Would you sell a computer to
Hitler by Nadel & Wiener (1977). On returning home he completed the first thought experiment which
was subsequently published (Rogerson 2006). Technological Determinism argues that technology is
the force which shapes society. Computing power would therefore be a major force in activating the
Final Solution. Value Chain Analysis (Porter, 1985) is one way to consider the impact of this force.
Indeed Porter and Miller (1985, p151) wrote, “Information technology is permeating the value chain
at every point, transforming the way value activities are performed and the nature of the linkages
among them. ... information technology has acquired strategic significance and is different from the
many other technologies businesses use.” Many computer application systems that existed in 2006
and which were proven and accepted could have been used to realise the Final Solution. This is
illustrated in Figure 1.

Figure 1. Indicative examples across the Final Solution Value Chain.
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In 2018, 12 years later, the second thought experiment was undertaken. Technology has evolved at a
seemingly increasing pace. Indeed, “In the not-too-distant future with the cloud, big data, and maybe
80%-90% of the world’s population online and connected the scope for systems of oppression seems
limitless. Consequently, we must consider and counter what oppressive regimes of tomorrow’s world
could and might do in their drive to subjugate humankind.” (Rogerson, 2015, p4) Imagine a world
where all software is available as free open source. It might seem improbable but it is possible. If it
were so, the wherewithal to exploit every technological advance for any cause, albeit good or bad,
would exist. The scene is set for an Open Genocide system brutally to further the cause of an extreme
faction at the expense of the world at large and “destroy in whole or in part, a national, ethnical, racial
or religious group” (United Nations, 1948, Article 2). Open Genocide would comprise seven
components:

1. Identify: Systematically review the whole geographic region to identify every person within
the targeted group as well as every sympathiser of this group.

2. Detain: Organise the detention of all identified persons in distributed holding pounds. Each
detainee is appropriately tagged.

3. Deport: Manage the distribution and redistribution of detainees to work compounds and
prisons.

4. Use: Select detainees exhibiting work value for allocation to appropriate tasks.

5. Dispose: Remove to disposal units all valueless or dead detainees thereby freeing up space in
prisons and work compounds.

6. Recycle: Collect, sort, recycle and market all seized assets. Produce and market detainee by-
products.

7. Broadcast: Devise plausible propaganda for local and international audiences and
communicate widely.

The pervasive nature of current computing technology facilitates all components of Open Genocide. A
cursory inspection of two open source portals, SourceForge and The Black Duck Open Hub, reveals
many useful items for the construction of Open Genocide.

These thought experiments might be shocking to many readers. That is their intention. It seems that
if the Holocaust had occurred in our technologically-advanced modern world there is a very good
chance that it would have completely succeeded. If ever there was an example to convince computing
professionals, as custodians of the most powerful technology yet devised, of their responsibilities and
obligations to humankind, this is it.

5. AVENUE FOUR: POETRY

There is value of linking the arts with the sciences in the delivery of ICT ethics education and poetry
can serve as the vehicle (Rogerson, 2020b). Over 500 years ago, Leonardo da Vinci wrote that poetry
is painting that is felt rather than seen. Such sentiment is echoed in “We can never learn too much
about a poem, but always we come back to the work itself, for it exists not only as an historical object
and the product of a particular mind and vision, but also in its own right, as an enduring work of art.”
(Anon, 1980). Poetry challenges us to think beyond the obvious and reflect on what has been, what is
and what might be. Poetry can reboot the way in which social impact education is delivered to
technologists. According to Rule et al (2004) incorporating poetry in science and technology teaching
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expands the curriculum beyond subject knowledge and process skills. They argue that images and
metaphors in poems can clarify and intensify meaning. A poem has many layers and such richness can
promote enlightenment and understanding. Poems can provide meaningful context. This is imperative
in ICT education and awareness at all levels for all people as the social impact of technological advances
is ever increasing. In partnership, computer science and liberal arts educators could offer an exciting
new perspective through poetry as an instrument of presentation and discussion as well as in creative
exercises for students.

Consider this example of using haikus. For readers who are unfamiliar with haikus, Trumbull (2003)
explains that a haiku takes a three line format of 5-7-5 syllables known as a kigo and uses a cutting
technique called kire to divide the verse into two parts for contrast or comparison. He argues that the
more radical the verse the better the haiku. This is certainly the case when considering the broader
issues surrounding the development and use of ICT.

Warning of technological advances without careful consideration beyond the technology is the focus
of Machine — the final chapter (Rogerson, 2019b). Lack of proper checks and balances means that
advances in computer technology from its inception by pioneers such as Babbage and Lovelace,
through to the forefronts of artificial intelligence giving rise to ensuing disaster, potentially moving
towards Armageddon as laid out in these three haikus.

Machine - the final chapter

Computer
Bits, bytes, ones, zeros
So Charles and Ada conceive -
IT’s Pandora’s box

Robot
Man and beast replaced
Same task over and over -
Objective carnage

Al
Boolean bible
Artificial ignorance -
Logical ending

Armageddon!

Poetry can be the key to unlock the door so the room can be explored. In the ICT setting this is
important because often the most challenging ethical dilemmas are the least obvious. Different
perspectives, for example, the poetical lens, can provide greater visibility.

6. BEYOND STEM BOTH FORMALLY AND INFORMALLY

ETHICOMP 2020’s overarching theme of “Paradigm Shifts in ICT Ethics: Societal Challenges in the Smart
Society” encourages its community to think beyond the obvious and traditional, and re-evaluate what
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should be done to ensure computing by everyone for everyone is ethically and societally acceptable.
The four avenues discussed illustrate the way in which a paradigm shift might take place but for this
to happen there needs to be an overarching framework to provide necessary scaffolding. A
modification of the STEM model offers such a framework.

STEM has its roots in the US National Science Foundation and refers to teaching and learning in the
fields of science, technology, engineering, and mathematics. It typically includes educational activities
across all levels from pre-school to post-doctorate in both formal and informal settings. It requires the
abandonment of top down approaches with teachers willing to talk to each other and to believe that
interactions between subjects will result in enhanced learning opportunities (Williams, 2011).
However, the problem with STEM is that it sustains the principle that there are two separate
fundamental cultures; the scientific and the humanistic. This can restrict reflection and innovation. As
Yakman (2008, p19) states, “Trends have also shown many of the branches of the arts being more and
more marginalized .... this is a tragedy, as it eliminates many primary ways for students to obtain
contextual understanding.” Indeed members of the ICT ethics community often encounter opposition
from those who subscribe to this principle thus hampering the quest for ethical technology by design
rather than by accident.

In 2006, Yakman conceived a model which blends STEM and the arts in a way which addresses this
shortcoming. The STEAM Pyramid, as it is named and shown in Figure 2, aims, “...to correlate the
subject areas to one another and the business and social development worlds ... [and] ... to create a
matrix by which researchers, professionals, and educators could share information to keep education
as up to date as possible while still having a basis in methodologies” (STEAM Pyramid History at
http://steamedu.com/pyramidhistory/). Watson & Watson (2013, p3) explain that “The arts
contribute to STEM education by exposing students to a different way of seeing the world. Students
learn through different pedagogical modalities engaging their other interests. By applying the STEM
disciplines, combined with real-world experience, students become more comfortable in both worlds.”
In this holistic view the single discipline silos are augmented by a blended approach which better
reflects the real world.

Figure 2. The STEAM approach as conceived by G. Yakman of STEAM Education in 2006.

. STZI@M =
STZ@M . Science & Technology
A Framework for interpreted through
Education Across Engineering & the Arts,

iepinli all based in
the Dlxlplmes Mathematical elements.

Discipline

Content
Specific

160 Mario Arias-Oliva, Jorge Pelegrin-Borondo, Kiyoshi Murata, Ana Maria Lara Palma (Eds.)



START A REVOLUTION IN YOUR HEAD! THE REBIRTH OF ICT ETHICS EDUCATION

STEAM is becoming increasingly important in ICT-related education and awareness. For example,
recently published research discussed the combined use of robots and theatre for STEAM education
across the science, art, and education communities (Barnes et al, 2020), whereas Song (2020) describes
developing STEAM game content for infant learning. Finally, Ong et al (2020) investigate the effects of
creative drama on situational interest, career interest, and science-related attitudes of science majors
and non-science majors. It has been argued that computing is by everyone for everyone. Therefore,
the ethical conduct of us all influences the acceptability of ICT and we all have the responsibility to
challenge the unethical elements in ICT from inception through to implementation and use. Clearly,
some more than others will have greater in-depth knowledge and experience of different facets.
However, it is the population as a whole which has a complete view. This will include (by way of
illustration) the hesitant user of a computerised public service who is the victim of poor system design
as well as the junior software engineer who is bullied into unethical yet commercially valuable action.
ICT ethics education and awareness must provide the tools and confidence to enable everyone to act
responsibly and ethically.

The ICT ethics framework must cater for educational requirements of all. This is a paradigm shift.
Yakman (2019) explains that “A” in STEAM represents the Liberal Arts which “include the ethics, ideals
and emotional and physical expression grouped into overlapping categories of Humanities, Physiology
and Social Studies (SS). In this way, STEAM formally adds in the subject area ‘silos’ of Language Arts,
Social Studies, Music, Fine Arts, and PE.” STEAM therefore appears to offer the basis of an ICT ethics
framework. This author has been involved in ICT ethics education since 1994. This experience has led
to the conclusion that for ICT ethics education programmes to succeed in making a difference there
has to be persistent high visibility of these programmes and associated content. Ethics and
Responsibility are the keywords. If STEAM is to be used it should be done so in an explicit ethics and
responsibility landscape. Therefore to ensure ongoing visibility it could become STEAM-ER which
would provide the fuel, impetus and environment to ensure that actions and outcomes in the
technological world are more likely to be societally positive rather than societally negative.

Consider this example of how a STEAM-ER ICT ethics activity might work in practice. The example
involves the poetry avenue discussed earlier. A cross-curricular project could be established for 11-18
year olds. The preparatory work, in various classes and activities, would focus on the uses and
challenges of ICT in various settings. Poetry writing would also be covered both implicitly and explicitly.
The culmination of this project would be a poetry writing exercise where pupils would be encouraged
to consider the positive and negative effects of ICT, choosing a particular theme to be the subject of a
poem. All poems would then be displayed in a public exhibition with pupils having the opportunity to
engage with visitors to discuss their work. Those benefitting from this project would include: staff
through positive interdisciplinary work relating to ICT ethics; pupils through increased understanding
of the social impact issues which surround ICT, as well as practising a range of communication skills;
and the general public through increased implicit understanding of ICT ethics.

The STEAM-ER proposal parallels the Responsible Research and Innovation (RRI) advances in recent
years. For example, Stahl and Coeckelbergh (2016) argue that traditional approaches to ethics and risk
analysis need to be modified to include reflection, dialogue and experiment which explicitly links to
innovation practices and contexts of use. STEAM-ER offers a new approach to ICT ethics education
which embraces a spectrum of disciplines in an integrated fashion. It could herald the rebirth of ICT
ethics education and awareness which aligns more appropriately with a technologically-dependant
world of the present and the future.
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7. CONCLUSION

This paper has discussed the current shortcoming in ICT ethics education because of the ongoing focus
on ICT students who aspire to enter the profession. Four new avenues, by way of illustration, have
been outlined which offer novel informal and formal educational experiences. The ICT ethics education
framework has been outlined which embraces people of all ages and all walks of life. It is time to start
a revolution in your head which will culminate in ethical computing by everyone for everyone. We
have to accept and adjust to the fact that we are all technologist to a lesser or greater degree. How we
educate our future generations must reflect this change to ensure ICT is societally beneficial. This
paper attempts to act as a catalyst for a much-needed paradigm shift in our thinking and application
of ICT ethics education, one which heralds a rebirth.
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ABSTRACT

The rise of fake news in our overly technological era has had a snowball effect due to social
media. With extremely fast sharing and spreading of data, misinformation is bound to get
tangled in the Internet’s feeds. With tons of information, ideas and thoughts being poured into
social media platforms every second, restrictions and censorship are almost impossible to avoid.
However, with free speech on the line, regulation to prevent fake news is an uphill battle. In the
debate of social media regulation, it remains unclear who should assume this responsibility. This
research explores the complex and delicate issues that exists for fake news regulation through
private actors. Through statistics, jurisprudence and more, the authors aim to find a clear look
at the implications that go into the dissolution of fake news through social media governance.

KEYWORDS: fake news, free speech, social media, first amendment.

1. INTRODUCTION

Should the Government regulate what we say on social media? There’s been a long and
exhausting debate about this, and still no action has been taken by the government. Social media
is currently regulated in a limited way by private actors and is largely immune from government
regulation. For news creators and consumers, uncertainty is a fact and changes are endless,
resulting in a confusion effect. On one hand it can be a helpful tool and on the other, it can be
destructive and harmful. During the past decade, social media platforms have gained fame
globally. Images, videos, podcasts, texts and innovations of all kinds have been generated, which
can be broadcasted and shared, this includes fake news. Certainly, social media is a vehicle for
social change.

One key benefit of social media is definitely how it has enhanced access to information.
Accessing news about any given topic is just a click or tap away. Typing in a word, phrase or
specific question into the most used search engine, Google, automatically generates millions of
options that provide the knowledge the user requested. Individuals have created a sense of trust
on the Internet, to the extent that we rely on it every day for, basically, anything. A poll created
by Gallup reveals that today 40% of adults in the United States say they trust the accuracy of the
news and information found on the Internet. Back in 1998, that percentage was at 25%. An even
more significant increase is the amount of people that use the Internet to get information and
news. The poll results show a 12% for 1998, while in 2019 64% of U.S. adults use this method
when seeking information (Brenan, 2019).
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2. WHAT IS FAKE NEWS?

On the Internet, nothing is what it seems. With a click of a button, you can find anything online.
Although this is a great tool, at the same time we risk receiving wrong information or how it's
commonly known as ‘fake news'. The term is defined by Cambridge Dictionary as “false stories
that appear to be news, spread on the internet or using other media, usually created to influence
political views or as a joke”.

This phrase got even more famous after the 2016 U.S. presidential election. Donald Trump used
it as a shield when media outlets ran stories that affected his image and campaign. This has
created a false idea about what exactly ‘fake news’ is (Day and Weatherby, 2019).

The possibility that false news stories on sites such as Twitter and Facebook impacted
how Americans viewed national politics subsequently drove at least one major social
media site to announce that it is now employing programs to fact-check stories on its
platform and will flag those that do not meet certain press standards with warnings
about their accuracy (VanLandingham, 2017, p. 12).

Digital platforms have created a whole new reading practice that has changed the processes by
which people often interpret news and informational articles. A lot of the information we find
online is not reliable, and although we may believe its true, many times it's not. “Truthful
information can be difficult to ascertain but can most likely be found on the majority of national
and local news profiles. Major news publications have the burden to ensure the information
they release is truthful and accurate” (Riddle, 2017). Doing the contrary, they might place
themselves in a legal conflict, most likely to be defamation claims (Walters, 2018). This is why
there is a need to identify the digital expression required to address the challenges caused by
“fake news”.

A poll conducted by Monmouth University reported that three out of four Americans
believe that the media routinely report fake news, while a Gallup/Knight Foundation
study found that 42 percent of Republicans consider any news stories that cast a political
group or politician in a negative light to be fake news (Kirtley, n. d., para. 5)

A study from the Pew Research Center, states that Americans rate fake news as a problem bigger
than racism, climate change, or terrorism and they blame political leaders for this. But they
believe that journalists should be the ones fixing this problem (Mitchell, et. al, 2019). It seems
that news sources in the United States have become subjected to a “Trump filter” that
categorizes their credibility and journalistic skills into pro-Trump and anti-Trump.

In April 2018, more than 170 television stations owned by conservative-leaning Sinclair
Broadcast Group were ordered to use local anchors to produce a scripted “must-run”
commentary decrying fake news. Responding to criticism from others in the industry
that the segment was itself fake news intended to deceive viewers, Trump tweeted that
“The Fake News Networks, those that knowingly have a sick and biased AGENDA, are
worried about the competition and quality of Sinclair Broadcast.” (Kirtley, b, para. 6)

This constant labeling of the press by a political leader could lead to major repercussions like the
total downfall of journalists, news and media channels. Not to mention, the President’s behavior
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towards the nation’s press is viewed throughout the entire world. “Trump’s words provide
authoritarian leaders in countries such as Kenya, Venezuela, and the Philippines the ammunition
to suppress opposition media, even as they spread fake video clips and stories through paid
commentators and bots.” (Kirtley, c, para. 8).

Government can control and manipulate the flow of information about itself and its
actors, so any determination of truth or falsity that fails to recognize the fundamental
and coextensive right of the citizen to criticize without fear of sanctions or retribution—
what Justice Brennan called “the central meaning of the First Amendment”—is flawed.
A free and independent press, not a single leader or a government-run “Truth Tribunal,”
is the best means to ensure an informed citizenry, and to hold institutions and
individuals to account. And that’s not fake news. (Kirtley, d, para. 27).

2.1. The Problem with Fake News

The real problem behind fake news is not the amount of fake stories online, in fact the number
of fake news stories is a small one. The actual severity of the problem is that these fake news
stories reach more people than the real and factual stories. This causes people to abruptly act
on misinformation, which translates into shares, likes and comments.

In the ten months leading up to the 2016 presidential election, the top twenty fake news
stories on Facebook had over nine million comments, reactions, and shares whereas
articles from mainstream media saw a decline in comments, reactions and shares from
12 million to 7.3 million --fake news was shared more than real news. This sharing was
not limited to average Facebook users. Television news hosts reported fake news
stories, and then-President-elect Trump and his son shared other fake news stories on
social media (Savino, 2017, p. 1101).

Parallel trends were seen on Twitter. In a research, the dissemination of true and fake news was
verified on Twitter between 2006-2017. About 126,000 “tweets” were shared by 3 million
people more than 4.5 million times. The findings included that “fake news” are more novel and
inspired emotion of fear, disgust and surprise. “Falsehood diffused significantly farther, faster,
deeper, and more broadly than the truth in all categories of information, and the effects were
more pronounced for false political news than for false news about terrorism, natural disasters,
science, urban legends, or financial information” (Vosoughi, et. al, 2018).

These stories were shared and spread more than stories in the top news channels and pages,
thus the phrase ‘fake news’ is often connected with digital platforms.

Regardless of what ‘fake news’ actually means, it is typically tied up with anxieties about
the democratic ramifications of the shift from consuming news from broadcast
television and newspapers to consuming news on social platforms ... Thus, platforms
including Facebook and Twitter have been heavily criticized for their role in spreading,
facilitating, and even encouraging ‘fake news’ (Marwick, 2018, p. 476).

Search engines and social media give access to a worldwide audience and they give news
creators access to extensive audiences. Therefore, consumers acquire an unlimited range of
content on digital platforms and can also become producers, allowing them to express
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themselves. However, the harms can also be significant. This new era has crashed the pre-digital
business model for news producers.

Between 2011 and 2015, Australian newspaper and magazine publishers lost $1.5 billion
and $349 million respectively in print advertising revenue, while gaining only $54 million
and $44 million in digital (as noted by this inquiry’s Issues Paper). By 2016, three
quarters of the total Australian online advertising spend went to Google and Facebook.
And since the US presidential election of 2016, the issue of fake news —and the ongoing
dismissal by some public figures of unsympathetic coverage as ‘fake news’ — continues
to challenge the credibility of journalism and news media (2018a, b).

These related platforms through which “fake news” can be disseminated have changed the
reading practices of individuals. Nowadays, individuals are less likely to obtain news and
information directly from news sources, instead they rely more in social media. “78% of users
see news when they are using Facebook for other reasons. While only 34% of users subscribe to
a news media source on social media” (Matsa and Mitchell, 2014).

Our legal system has remedies to manage other types of false statement claims against
individuals. In libel or defamation claims there’s an individual affected by the statement made
about him/her by another individual or legal person. “The trouble with fighting back against fake
news is it’s hard to know who you’re fighting against” (Gillin, 2020). Jayne Clemens, Senior
Associate at Michel mores and Jacob Dean, Barrister at 5RB Chambers, explain the difference:

Fake news and libelous material are both false. In the case of libelous publications, a
complainant can sue for damages if they're able to demonstrate how the published
material has caused, or is likely to cause, them serious harm. Fake news may well cause
no harm at all, particularly if no one believes it. In short: libel is fake news, but fake news
is not necessarily libelous (Clemens and Dean, 2019).

Another type of remedy provided for falsehood claims is intentional infliction of emotional
distress (IIED). This “is a common law tort that is regularly alleged against fake news publishers
under state law.” (Klein and Wueller, 2019). IIED takes place when one person’s intentional
extreme behavior of one person provokes another individual’s severe emotional distress. But,
IIED claims require a stricter analysis of the statements. In order for a claim to proceed, these
statements must be “so outrageous in character, and so extreme in degree, as to go beyond all
possible bounds of decency, and to be regarded as atrocious, and utterly intolerable in a civilized
community.” (Klein, 20193, b).

However, fake news poses an even bigger problem. How do we differentiate fake news from
opinions? In this technological era, stories are shared thousands of times within seconds. “Libel
suits are intended to provide compensation to those whose reputations have been harmed as a
result of false statements made with actual malice.” (Kirtley, d). But when it comes to fake news,
how do we prove an actual damage or harm?

3. WHAT THE U.S. JUSTICE SYSTEM SAYS

Courts have seen a variety of claims regarding defamation, libel and other falsehood-related
issues. “In the United States, truth is an absolute defense to libel and slander claims. Likewise,

170 Mario Arias-Oliva, Jorge Pelegrin-Borondo, Kiyoshi Murata, Ana Maria Lara Palma (Eds.)



INTERNET SPEECH PROBLEMS — RESPONSIBILITY AND GOVERNANCE OF SOCIAL MEDIA PLATFORMS

pursuant to First Amendment free speech protections, each defamation plaintiff must prove
that defamatory statements were published with the requisite intent, which varies depending
on the plaintiff’s level of public prominence.” (Klein, 20193, b, c).

In New York Times v. Sullivan (1964), the Supreme Court faced for the first time “the extent to
which the constitutional protections for speech and press limit a State's power to award
damages in a libel action brought by a public official against critics of his official conduct.” Then
concluded that “[t]he Constitution accords citizens and press an unconditional freedom to
criticize official conduct” (New York Times co. v. Sullivan, 1964). The Court also made clear an
exception through which a public official can prevail if he/she proves that the statement was
made with actual malice. This does not apply to private individuals.

A few years later, in F.C.C. v. Pacifica Foundation (1978), the Court held that:

The fact that society may find speech offensive is not a sufficient reason for suppressing
it. Indeed, if it is the speaker's opinion that gives offense, that consequence is a reason
for according it constitutional protection. For it is a central tenet of the First Amendment
that the government must remain neutral in the marketplace of ideas.

In Snyder v. Phelps, the Supreme Court faced whether First Amendment protect protesters at a
funeral from liability for intentionally inflicting emotional distress on the family of the deceased.
Justice Samuel Alito argued: “[o]ur profound national commitment to free and open debate is
not a license for the vicious verbal assault that occurred in this case.” (Snyder v. Phelps, 2011)

In a 2012 Supreme Court case, United States v. Alvarez (2012), the federal Stolen Valor Act of
2005 was invalidated. This statute criminalized false representation by individuals as having
military awards. The Court held that interest in truthful speech was not sufficient to sustain the
criminal statute.

Some legal scholars describe the Alvarez ruling as delineating a “constitutional right to
lie.” While the FTC and Attorneys General have broad discretion to aggressively pursue
unfair and deceptive trade practices claims against fake news publishers, defendants in
other cases have had increasing success in raising First Amendment defenses to criminal
and regulatory claims involving restrictions on false speech (United States v. Alvarez,
2012).

However, U.S. courts have not yet decided which standard applies when talking about ‘serious
intent’ online. There is one less strict standard were courts “require the government to prove
only that the defendant knowingly made a statement that ‘was not the result of mistake, duress,
or coercion’ and that a ‘reasonable person’ would regard as threatening.” (Larking and
Richardson 2014). And another, which is stricter, were “courts analyze whether the speaker
knew his speech was likely to be perceived by a reasonable person as threatening and was
intended to be threatening.” (Williams 2019).

In a recent high-profile case, an actual photo- graph of Anas Modamani (a Syrian refugee
living in Germany) taking a selfie with German Chancellor Angela Merkel was
transformed into a fake news publication. Mr. Modamani’s selfie photo was placed
alongside photos of three other men, with the German headline “Homeless Man Set
Alight in Berlin. Merkel Took a Selfie with One of the Perpetrators.” After the false image
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began circulating on Facebook, Mr. Modamani sought an injunction from a German
court that would have required Facebook to block its reproduction and circulation. On
March 7, 2017, the court denied the injunction, ruling that Facebook had not
manipulated the content itself and, therefore, could not be held legally responsible
(Klein, 2019).

4. FAKE NEWS REGULATION: WHAT’S BEING DONE

The Internet has grown and evolved to be such a powerful tool that the need for some type of
control or limit is logical. The amount of information accessible through search engines is
unimaginable. Just as stated in previous sections, there are endless possibilities when it comes
to navigating the web. Or are there?

4.1. Private Response: Social Media Giants’ Role

Private companies have gained enormous amount of power and control. So much, that you may
even label it as censoring. For example, "[t]he policies of Google, a company that has emerged
in recent years as the clear leader among Internet search engines and is responsible for an
enormous share of the nation's access to content online, represent a glaring example of
corporate abuse of regulatory power." (Dickerson, 2009)

In recent weeks, social media platforms like Facebook, Twitter, and YouTube have
banned hate groups and controversial figures such as Louis Farrakhan of the Nation of
Islam, Alex Jones of Infowars, and others. This resulted in a chorus of criticism from
politicians (across the ideological spectrum), pundits, and the general public. The Trump
administration even launched a website to allow users who have been suspended or
banned from social media platforms to voice their complaints about political bias. But
do social media sites have a legal obligation to allow equal access to all viewpoints? Do
they violate the First Amendment if they exclude controversial speakers from their
platform? Should the government step in to take corrective action? The answer to all
these questions is a resounding no. The First Amendment applies to government actors.
It means the government cannot punish you for speech it disapproves of. But social
media platforms are private companies. Whether privately run platforms should censor
speech is a separate issue ripe for debate. But there should be no debate as to whether
the First Amendment bars Facebook, Twitter, or YouTube from restricting speech: No
government, no First Amendment claim. (Ortner 2019)

In recent years, we've seen social media company executives like Mark Zuckerberg, be
challenged in different aspects, but always regarding the policies of the platform. Quite possibly,
creators of what have become a communication staple did not see this coming during the first
stages. But, since these platforms have come to replace public squares, additional control and
regulation is necessary.

With public controversy over so-called “fake news” and hate speech swirling around
them, leading internet companies are now being forced to confront their roles in the
digital ecosystem: at birth, these companies were simply technology platforms; over the
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years, they have grown into brokers of content and truth on a global scale. (Open Mic
2017)

According to technologist and codirector of the Civic Signals project at the National Conference
on Citizenship, Eli Pariser, social media platforms are quite similar to actual physical spaces. He
uses a comparison between LinkedIn and Twitter to highlight the importance of structure and
rules of these spaces. Pariser states that on LinkedIn, users will only see appropriate and
professional content. Whereas on Twitter, it’s the total opposite. (Pariser, n.d.). Through this
perspective, social media platforms create the norms for users to follow. In this way, they can
control what’s expected of the users and consequently, what will develop as the platform’s
culture.

Another platform that has taken action to fight fake news is Snapchat. Since 2017, it “requires
publications to fact-check articles for accuracy, not publish misleading or deceptive links, and
not impersonate or claim to be a person or organization with the intention to confuse or
misleads others.” (Mejia, 2017).

4.2. Relevant Statutes

In order to regulate cyberspace, the United States has implemented different laws regarding the
Internet. Among them are the following statutes: (1) Communications Decency Act of 1996
(CDA), (2) Child Online Protection Act (COPA), (3) Electronic Communications Privacy Act (ECPA),
(4) Computer Fraud And Abuse Act (CFAA), and (5) Cyber Intelligence Sharing And Protection Act
(CISPA).

On the other hand, Singapore has created legislation specifically against fake news. This law
came into effect in October and “provides for prosecutions of individuals, who can face fines of
up to 50,000 SGD (over $36,000), and, or, up to five years in prison.” (Griffiths, 2019) It also
provides sanctions of up to 1 million SGD or approximately $735,000 for companies who are
found guilty of publishing fake news. However, concerns have arisen due to the possible effect
on free speech.

Other countries who have taken a step towards the regulation of fake news are Russia, France
and Germany. Although these governments claim the need to avoid the dissemination of
misinformation, human rights advocates fear that the purpose of the legislation is to suppress
political oppositions. (Ungku, 2019).

4.3. Freedom of Speech

Freedom of speech is a right guaranteed by the U.S. Constitution. In its First Amendment, it
states that "[c]ongress shall make no law respecting an establishment of religion, or prohibiting
the free exercise thereof; or abridging the freedom of speech, or of the press, or the right of the
people peaceably to assemble, and to petition the Government for a redress of grievances."

Courts in the United States have seen a great amount of cases arguing the extent of this
constitutional right. "Ruling unanimously in Reno v. ACLU, the Court declared the Internet to be
a free speech zone, deserving of at least as much First Amendment protection as that afforded
to books, newspapers and magazines." (ACLU, n.d.) Through innumerable cases regarding
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different types falsehood and/or tort claims, the “Court finds speech unprotected only when it
does not contribute to the exchange of ideas as evidenced by external indicia of harm resulting
from speech or from actions that are independently harmful, such as threats or lies.”( Wells,
2010)

Although citizens have a constitutional right to speak and express themselves, this right is not
unlimited. There’s a fine line when it comes to falsehood claims and freedom of speech. In
United States v. Alvarez, the Court expressed that “[t]he threat of criminal prosecution for
making a false statement can inhibit the speaker from making true statements, thereby
“chilling” a kind of speech that lies at the First Amendment's heart.”

Nowadays, whenever a person feels like sharing, questioning or criticizing a particular topic, he
or she can tap, type or upload to social media. "Many of the potential uses of social media go
hand-in-hand with the freedoms that the Supreme Court has made clear are at the core of the
First Amendment's protection." (Hitz, n.d.)

5. CONCLUSION

Articles found via social media can lead the reader to misinterpret the context, structure, style
and voice of the news. Due to the popularity of social networks, the discovery of information is
being transformed from an individual to a social endeavor where normally users are not
objective while using these platforms. (Nikolov, et. al.) This will completely change the way
people interact with the articles, and how they will discover information and news. Recent
examples of “fake news” show the openness and disposition of the user with whether they can
be manipulated by others or not, being directly proportional.

Educating the public about the harms of fake news is not enough to eradicate its effect.
Regulating speech on social media is a difficult and delicate task for the United States
government. Since Free Speech is guaranteed by the First Amendment, it forces the government
to be extra cautious when regulating such areas.

Ultimately, no algorithm alone can stop a moving target like fake news, which succeeds
because it seeks to blend in like a chameleon with legitimate news stories. However,
people and technology working together in creative ways can help limit the impact of
fake news. The CDA silently allows all these methods to develop in a natural manner
without a constant threat of litigation. (Walters, 2018).

No algorithm can actually stop “fake news” because it is perfectly suited to the fragmented news
scenery, where “clickbait” has been linked to the rapid spread of misinformation online. (Chen,
and Rubin, 2018). In an effort to avoid tainting the constitutional rights of citizens, it is necessary
for the private sector to take hold of this much needed regulation. Since technology alone will
not suffice, human intervention is essential for an effective system to work. Social media
platforms need to reevaluate their algorithms based on certain shared characteristics that
establish what could potentially be a “fake news” story. The algorithms could have a source fact-
checking tool to track its origin and thus, flag questionable pieces. (Baron and Crootof, 2017).

Occasionally, something shared by friends on social media can be taken for granted and obtain
validity, although it can be a “fake news” story. In order for citizens to distinguish factual news
sources from fake news, an accreditation system should be created for these platforms. A
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professional organization should be established for the creation of codes of conduct on the
Internet. This organization would grant accreditation to the different news sources. Based on
this system, accredited news sources would then be held liable if their content is proven to be
fake news. Social media platforms can create a sanction system when the accredited sources
are flagged as fake news.

A similar approach has been suggested for implementation in Argentina. The legislation would
create a commission for the verification of fake news in order to prevent false information
spreading during national election campaigns.” In order to identify false information, the
Commission for the Verification of Fake News would verify the content by comparing it with user
comments, checking complaints about the data, and reviewing excessive viralization, among
other evidence. (Rodriguez-Ferrand, 2019).

When creating this regulation, the First Amendment rights of citizens should be upheld while
controlling the excess of falsehood. It will not become a means of silencing people, but a
measure of regulating what is fake and what is true. As social media companies take hold of the
regulation, users should become more aware of the type of information they’re receiving on a
daily basis. This type of control can become a steppingstone in the development of fake news
regulation.
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ABSTRACT

In this paper, we consider some of the tensions and conflicts between freedom of speech on the
Internet, and other public goods and individual rights. The dimensions of the problem include:
Threats of physical violence to individuals; threats directed at groups defined by ethnic, national,
religious, sexual or gender identity, or political orientation; abusive, harassing, and/or hateful
speech; incitement to self-harm; doxing; social exclusion; and dissemination of false information.
Since initiating this study, we have also come to see an additional dimension, the importance of
which we were slow to recognize. This is a pattern of misleading, self-contradictory, content-free,
and deceptive speech on the part of spokespersons for one of the dominant social media
platforms — Facebook. We make provisional suggestions for discouraging the actions of troll
armies and for applying more vigorous measures of transparency in regard to political advertising
on social media.

KEYWORDS: freedom of speech, violent and abusive speech, internet, social media.

1. INTRODUCTION

The popularization of the Internet promised a radical democratization of communication:
Everyone can be a publisher, cost of entry is low, and access is available to anyone connected to
the Internet. But early on, prescient individuals understood that “cheap speech,” in Eugene
Volokh’s pungent phrase, carried other implications not all of which are entirely conducive to
the dissemination of reliable information or the reasoned discourse of the marketplace of ideas.

As Tim Wu points out in “Is the First Amendment Obsolete?” (Wu, 2017), the assumption that
the most serious threats to freedom of speech come principally from governmental actors is no
longer entirely valid. Direct censorship, either in the form of government action or by content
filters and human content monitors employed by social media platforms, can now be
supplemented or supplanted by the actions of privately constituted troll armies or bands of
individuals and/or robots programmed to drown out disfavoured speech. These means are at
the disposal of powerful private interests and loosely organized partisan groups.

In this paper, we consider some of the tensions and conflicts between freedom of speech on the
Internet, and other public goods and individual rights. We argue that the widest scope should be
afforded individuals’ right to free expression, but believe that social media platforms should be
held to certain standards of responsibility for preventing or redressing harms resulting from
speech on these platforms.
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2. THE TROUBLED AND VIOLENT TERRAIN...

“We've got a speech problem on the Internet!” is an observation that covers a lot of ground. The
dimensions of the problem include: Threats of physical violence to individuals; threats directed
at groups defined by ethnic, national, religious, sexual or gender identity, or political orientation;
abusive, harassing, and/or hateful speech; incitement to self-harm; doxing; social exclusion; and
dissemination of false information.

2.1.Troll Armies

Gamergate (Wikipedia, 2019) is a well-known example of an online hate mob. Lately, troll armies
have figured prominently in polarized political discourse. Tim Wu (2017) cites two examples:
David French, a writer associated with the conservative National Review, and Rosa Brooks, a
professor of law at Georgetown University, both targets of online mobs for criticism of the
current U.S. president.

The rhetoric was murderous and hateful in both instances — Nazi imagery and the face of his
daughter in the gas chamber in the case of French (French, 2016), and extremely violent
misogynistic language directed at Brooks. (Brooks, 2017)

2.2. Reverse Censorship and Flooding

Another technique used by governments to marginalize dissident speech involves mobilizing a
volume of opposing information to drown out inconvenient speech or distort the informational
environment to render the speech dubious and unimportant. An important variant of reverse
censorship, used in political advertisement, floods public discourse with patently false
information or “fake news.” It is widely understood that in 2016 targeted political
advertisements disseminating false information were instrumental in both the U.K. Brexit
referendum (Cadwalladr, 2019) and the U.S. Presidential election. (Lapowsky, 2018)

3. ... NONETHELESS THERE ARE GOOD REASONS TO PROTECT EVEN EXTREME SPEECH...

In spite of these examples, there are important reasons to favor protecting even extreme speech
on the web.

3.1. Free Speech Protects Protest Movements

Online speech is a cornerstone of modern social change. Organizers rely heavily on social media
and online communication to disseminate information and coordinate action. The first widely-
studied instance of online organizing was the Arab Spring, during which Egyptian and Tunisian
dissidents used Facebook, Twitter, and blogs to discuss and promote revolutionary ideas before
taking to the streets (Howard et al., 2011). More recently, University students in China relied
heavily on social media to share information and encourage participation in Hong Kong's
Umbrella Movement (Lee et al., 2016). Social media was also a vital part of the Euromaidan
uprising in Ukraine (Bohdanova, 2014), and the native environmental movement in Standing
Rock, North Dakota (Johnson, 2017). Governments recognize the potential of social media to
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amplify political discontent, which is why they censor and block posts, platforms, and sometimes
even the entire Internet.

Social media is appealing to activists for its immediacy and accessibility. Allowing governments
to regulate content on social media may introduce leeway for them to further silence activists
and destabilize revolutionary movements.

3.2. Governments Stifle Speech to Protect Private Interests

Systemic regulation and censorship of online speech often goes hand in hand with other socially
repressive tactics, for instance the incarceration and “re-education” of political dissidents in
China (Human Rights Watch, 201?). While the most extreme examples are dictatorial
governments that overtly censor and crush opposing voices, democratic governments also
monitor and undermine dissent, especially when private financial interests are involved.

Among the most influential private sector interests is Big Oil. Global financial interest in the
acquisition and distribution of oil has been a key driver of worldwide surveillance and censorship,
even in countries with robust free speech protections. In the UK, counter-terrorism police
labeled the non-violent environmental group Extinction Rebellion alongside neo-Nazis as an
“extremist ideology” (Dodd & Grierson, 2020). Under the current policies of most social media
platforms, a “terrorist” designation is grounds for immediate permanent dismissal from the
platform. Any individual users found in support of “terrorism” would be similarly censored or
dismissed.

During the Dakota Access Pipeline protests of 2016, independent media collective Unicorn Riot
reported the disproportionate censorship and arrest of social media journalists, including
Facebook’s (purportedly accidental) removal of a protest livestream for violating community
standards (Unicorn Riot, 2016). Facebook has a designed “Law Enforcement Online Request
System” that law enforcement can use to make requests for content forfeiture and removal. The
specific nature and frequency of Facebook’s compliance with those requests is not public
knowledge.

3.3. “Dangerous” Speech Is Defined by People in Power

It is natural for governments to want to minimize speech that encourages violence on its citizens,
or otherwise undermines national interests. There is a delicate line, however, between
censorship to maintain citizens’ health wellbeing, and censorship to maintain governments’
power and authority. Governments have been known to leverage the public’s need for security
to censor and oppress opposition, and this is unlikely to change in the digital age. It is necessary
to protect free speech rights not just for activists and dissidents, but for all people.

Defending free speech for everyone is not easy, but it is vital in order to maintain free speech for
those who need it most. American Civil Liberties Union director Anthony Romero emphasizes
the importance of defending neo-Nazis’ right to peaceably assemble: “We simply never want
[the] government to be in a position to favor or disfavor particular viewpoints. And the fact is,
government officials...are more apt to suppress the speech of individuals or groups who disagree
with government decisions” (Romero, 2017). For over half its history, the United States
government was more likely to agree with the KKK than the NAACP.
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4. ... BUT NOT NECESSARILY WITHOUT ANY LIMITS

First Amendment protections are intended to restrain the power of government to interfere with
the freedom of expression of individuals. However, speech online occurs through an internet
service provider or a social media platform which inherit First Amendment protections. As
private enterprises they can and do set rules that should apply to their users. Often these rules
are vague and inconsistently applied. In particular, when speech policies come into conflict with
the profit motive of the platform, these policies frequently evaporate. The result is often
flagrantly abusive, obscene, threatening or deceptive speech. We propose adoption of stricter
and clearer standards and procedures to limit the harms associated with three aspects of speech
on social media — troll armies, incitement, and dissemination of political advertisements
containing verifiably false content.

We believe that social media platforms should hold themselves to standards and policies that
are consistently applied and promote more responsible speech. Reddit provides an example that
shows this is possible. (Marantz, 2016)

4.1. The Case of Troll Armies

We propose that in cases like those cited, where troll armies coordinate hateful speech and
threats against an individual, the social media platform that facilitates such an attack take action
against members of the mob. The principle here is that those claiming the right to speak violently
and abusively under the doctrine of freedom of expression are, in fact, acting to attempt to
silence another individual, and therefore, perversely curtailing the very same right of that
individual.

These situations should be relatively easy to document, once the attacked individual registers a
complaint with the social media platform, since they consist of N --> 1 more or less synchronized
messages (multiple sources, one target). We recognize the limitations of algorithmic detection
or wholesale human moderation of every instance of hateful and threatening speech. By
contrast, the cases to which we refer are not so frequent that human inspection would be
impossibly difficult. Naturally, this requires nuanced consideration of the multiple messages,
some of which may be reasoned arguments expressed in strong language and should be
differentiated from those that simply spew hate in language and (photoshopped) images.

4.2. Incitement

In the United States, legal theory governing cases involving incitement is not entirely satisfactory.
The current standard for determining whether speech constitutes illegal incitement comes from
the U.S. Supreme Court opinion in the 1969 case, Brandenburg v. Ohio. “There, the Court held
that advocacy of violence is protected unless it ‘is directed to inciting or producing imminent
lawless action and is likely to incite or produce such action.” (Pew, 2015) The Brandenburg
precedent has been cited on numerous occasions but there has been a certain difficulty.
Conflicting interpretations of the word “imminent” have given rise to inconsistency in
interpretation. According to Pew (2015), there is a consensus forming around the interpretation
that “imminent” refers to “a matter of several days.”

However, the well-known case, Planned Parenthood of Columbia/Willamette, Inc. v. Am.
Coalition of Life Activists, illustrates another difficulty in application of Brandenburg. This case
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stemmed from a 1995 action “in which antiabortionists uploaded approximately 200 more
physicians’ names to a website, again including their photographs and addresses. Some of the
physicians’ names were crossed out, others were in grey font, and the rest were in black font.
The following legend accompanied the files: ‘Black font (working); Greyed-out Name (wounded);
Strikethrough (fatality).” In other words, the website recorded murders and other violent attacks
against the abortion doctors. The names of the three doctors who had been murdered from 1993
to 1994 were struck through. Several physicians featured on the website, terrified for their lives,
brought suit.” (Pew, 2015)

The original decision by a three-judge panel of the 9™ Circuit held that the contested speech was
protected in view of the lack of time frame indicating an “imminent” threat. However, the
decision was reversed by the 9t Circuit sitting en banc. Although the court held the speech was
protected under Brandenburg, it found another basis for declaring it unprotected. Under the
“true threats doctrine,” since so many of the physicians identified on the website had already
been killed or injured, the court held that no one posting the photographs, names, and addresses
could believe otherwise than that those who were targeted by the website would live in fear that
they might be the next target of an assailant in real life. (Pew, 2015)

The difficulty of “drawing lines” in cases bordering on incitement is apparent. On the other hand,
living in a world in which the protracted state of anguish caused by the flood of hatred that
engulfed David French and his family is “normal” seems deeply unsatisfactory. It seems that the
only recourse in situations of this sort consists of protective reactions by the affected
individual(s) such as blocking those responsible for virulently hateful attacks, and avoiding those
sites where active participation results in further abuse. But how is this consistent with the idea
of the web as the modern incarnation of the marketplace of ideas and reasoned discourse?

These difficulties are the result of the protections provided by the First Amendment (at least in
the context of the U.S. Constitution) against government censorship of speech by individual
citizens. But the situation is significantly altered when the speech occurs on a social media
platform whose ownership is in private hands and whose owners have the freedom to set rules
promoting a marketplace of ideas rather than a marketplace of murderous invective. Considered
from this standpoint, we encounter some truly puzzling stories.

For one particularly flagrant example, there is the following: “A journalist on Monday tweeted,
without naming them directly, that “they” need to be “killed” before “they kill us.” Although
interpretations of the tweet may differ from person to person, many saw it as a tweet advocating
violence against members of a particular community — Muslims — and called it genocidal in its
intent. Many also reported the tweet as well as the account as abusive or advocating violence.
However, Twittter doesn’t find anything wrong with the tweet and replied to many saying that
the tweet advocating murder of people doesn’t violate its rules. (India Today Tech, 2018)

The full text of the tweet is as follows: “They killed us in Trains, Hijacked our Planes, held us
Hostage in Hotels, Forced us to flee #Kashmir, & now Killing us for holding the Tricolor on
#RepublicDay.

Truth is We Live in Fear, NOT They.
NO more. Always Carry Lethal Weapons. KILL them before they KILL us.

#MondayMotivation”
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“The tweet was made from a profile that is verified and it is possible that because of the
popularity of the account, Twitter decided that exhortations to kill people was probably
alright to tweet from this particular account.” (India Today Tech, 2018)

Apparently, incitement to genocide is permitted if your Twitter profile is verified and popular.

In this context, it seems appropriate to quote the language pertaining to incitement articulated
in Articles 19 and 20 of the International Covenant on Civil and Political Rights (ICCPR):

“While the right to freedom of expression is fundamental, it is not absolute. A State may,
exceptionally, limit the right under Article 19(3) of the ICCPR, provided that the limitation

IS:

Provided for by law, so any law or regulation must be formulated with sufficient
precision to enable individuals to regulate their conduct accordingly;

In pursuit of a legitimate aim, listed exhaustively as: respect of the rights or
reputations of others; or the protection of national security or of public order (ordre
public), or of public health or morals; or

Necessary in a democratic society, requiring the State to demonstrate in a specific
and individualised fashion the precise nature of the threat, and the necessity and
proportionality of the specific action taken, in particular by establishing a direct and
immediate connection between the expression and the threat.

Article 20(2) of the ICCPR obliges States to prohibit by law ‘any advocacy of national, racial or
religious hatred that constitutes incitement to discrimination, hostility or violence’” (Article 19.

2018)

In particular, with regard to incitement:

184

“Incitement. Prohibitions should only focus on the advocacy of discriminatory hatred
that constitutes incitement to hostility, discrimination, or violence, rather than the
advocacy of hatred without regard to its tendency to incite action by the audience
against a protected group.

Six-part threshold test. To assist in judicial assessments of whether a speaker intends
and is capable of having the effect of inciting their audience to violent or
discriminatory action through the advocacy of discriminatory hatred, six factors
should be considered:

Context: the expression should be considered within the political, economic, and
social context prevalent at the time it was communicated, for example the existence
or history of conflict, existence or history of institutionalised discrimination, the legal
framework, and the media landscape;

Identity of the speaker: the position of the speaker as it relates to their authority or
influence over their audience, in particular if they are a politician, public official,
religious or community leader;
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— Intent of the speaker to engage in advocacy to hatred; intent to target a protected
group on the basis of a protected characteristic, and knowledge that their conduct
will likely incite the audience to discrimination, hostility, or violence;

— Content of the expression: what was said, including the form and the style of the
expression, and what the audience understood by this;

— Extent and magnitude of the expression: the public nature of the expression, the
means of the expression, and the intensity or magnitude of the expression in terms
of its frequency or volume; and

— Likelihood of harm occurring, including its imminence: there must be a reasonable
probability of discrimination, hostility, or violence occurring as a direct consequence
of the incitement.” (Article 19. 2018)

Our contention is that, with regard to incitement, social media platforms should have policies of
self-regulation that at least meet the standard articulated in the ICCPR as described above. There
is no rationalization, other than a shameless addiction to value-insensitive economic gain, that
can justify labeling a message that calls for mass murder “in compliance with the rules of
permissible expression” on a social media platform.

There is something profoundly discordant about the fact that, deliberating a case involving
speech that was clearly intended to incite violence against identified individuals without
specifying a time frame that would trigger application of the Brandenburg precedent, the 9t
Circuit Court was able to find a basis for ruling the speech unprotected, whereas social media
platforms which, as private entities, are under no obligation to adjudicate the nicety of
determining the threat “imminent,” cannot bring themselves to act in a conservative fashion
when faced by a speech act of similarly explosive and violent intent.

Of course, we understand that if it is a speech act with the potential to generate numerous
“clicks” and contribute significantly to the platform’s bottom line, all bets are off.

4.3. The Case of False Political Advertising

Our other proposal has to do with political speech - specifically political ads that circulate false
or discredited information. Facebook is currently involved in such a dispute. We don't want to
say that these things should be outlawed - there's plenty of history, going back to the election of
1800 in our country, of scurrilous political speech (McCullough, 2001). But it is troubling that ads
on Facebook and other platforms appear and then disappear without any trace so there is no
possibility of auditing them or providing public scrutiny. They are particularly pernicious because
they are targeted to people identified as susceptible through analysis of their Facebook profiles.

Carol Cadwalladr (2019) has documented how this occurred in the Brexit referendum and how
Facebook has stonewalled any serious attempt to investigate the sources of funding and means
of targeting these false and vanishing ads. Facebook executives have been notably oblivious and
evasive about such advertising. (Lee, 2018)

Our proposal is to force the social media platform to keep publicly accessible, auditable records
of political ads so that they can be scrutinized and rebutted in the same way that's possible with
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ads on other media. We are not alone in thinking that this is a reasonable measure for curbing
the most egregious excesses of dishonesty in political advertising.

U.S. Senator Amy Klobuchar of Minnesota introduced a bill in 2017 bill - S. 1989, The Honest Ads
Act — which appears to have stimulated pre-emptive action on the part of several social media
platforms. At the present moment, Twitter has announced a complete ban on political ads.

Although Facebook claims to have set up an archive of the description we favor there are reasons
to think it will fall short of the promise of promoting greater transparency in political advertising
on social media. For one thing, Facebook continues to resist any voluntary action to remove ads
that contain verifiably false content. In addition, we have the discouraging episode related in a
recent article “On Dec. 10, [2019], just two days before the United Kingdom went to the polls,
some 74,000 political advertisements vanished from Facebook’s Ad Library, a website that serves
as an archive of political and issue ads run on the platform. For a while, what the company
described as a “bug” wiped 40% of all political Facebook ads in the UK from the public record.”
In fact, this was just one of a litany of disturbing failures that undercut the usefulness of the
archive. (Smith, 2020)

5. FIRST YOU SAY YOU DO, AND THEN YOU DON’t, THen YOU SAY YOU WILL...

Long ago, James Moor foresaw that computers would offer new capabilities and choices for
action; these possibilities would, in turn, require new policies or call into question the adequacy
of existing policies for ethical conduct in deployment of these new choices. He predicted further
that the attempt to remedy an existing policy vacuum might bring us face to face with an
underlying conceptual vacuum. (Moor, 1985)

This is an apt description of the problem of characterizing social media platforms in regard to
the dissemination of news. Should these platforms be seen as neutral technology companies
that have simply built an ingenious set of tools for passing along content including
entertainment, artistic creation and news, or have they, in fact, evolved to play a role in the
sphere of public information comparable to traditional media companies without having
assumed any of the traditional responsibilities and ethical norms that define the legal and social
expectations of journalism? What should we call them? What do they call themselves?

In the words of a song made famous by Ella Fitzgerald and Louis Armstrong,

“First, you say, you do
And then you don't
And then you say, you will
And then you won't
You're undecided now
So what are you gonna do?” (Genius, 2020)

If we are permitted to paraphrase somewhat facetiously: “First you say you are, and then you're
not. And then you say you’re not and then you are.” This seems to be the stance of Facebook,
Google, Twitter, and all the major social media platforms when confronted with the question as
to whether they are tech companies or publishers.

Except that it has nothing to do with being undecided. It is, rather, a matter of exploiting what
Shoshana Zuboff, echoing James Moor, has characterized as “a lag in social evolution” in the face
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of the rapid build-out of social media platform capabilities that “outrun public understanding
and the eventual development of law and regulation that it produces.” (Zuboff, 2015) Many
observers representing very different perspectives on the spectrum of political affiliation and
belief (Levin, 2018; Dougherty, 2019; Shaw, 2019) have noted the disparity between the public
posture of Facebook as a self-identified tech platform and the contrary representations it makes
in court filings where it seeks the protection accorded to publishers concerning decisions made
about “what not to publish.” (Levin, 2018)

We believe that regulating social media, based on the substantial advertising revenues realized
from activity properly described as that of a publisher of news would, on the one hand, cut
through the conceptual ambiguity cynically and opportunistically exploited by platforms like
Facebook and, on the other hand, provide a basis for requiring that such media platforms put
“their houses in order” by means of consistently applied journalistic oversight in regard to hate
speech and incitement, the publication of which they permit.

The standard should be “You may publish anything the law allows as long as you refrain from
monetizing it. If, however, you wish to derive streams of revenue from advertising associated
with provocative speech, then apply the standards of good journalistic practice and responsibility
to the publication thereof.”
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ABSTRACT

Social media has been a recent phenomenon which impact all parts of the society. The aim of this
study is to investigate the key themes of the posts that dominated social media landscape and user
generated interactions related to those posts during the Sri Lankan presidential election 2019. The
paper has shown that social media has the ability to generate discussion and debate. The most popular
FB posting was to promote particular presidential candidates, and it may possibly a guided influence.
The most interacted themes were “Social fragmentation and reduce voter’s loyalty theme” and
“economic justice”. When we analyse the user interactions we can see both guided and freely evolving
interactions related to the Sri Lankan presidential election 2019.

The authors have shown that Facebook did have guided and freely evolving influences on the Sri
Lankan presidential election of 2019. Findings of the case study concluded that there is a significant
impact on politics campaign and level of user’s interaction of social media. Further, it was established
that the misuse of social media has becoming a major challenge for future free and fair elections.
Therefore, necessitates the need for a national social media policy that focuses on election as key
stakeholders in the registered political parties.

KEYWORDS: Social media, Political Campaigns, Voters, awareness, candidates, democratic.

1. INTRODUCTION

The Internet has become a part of the life of many people around the world (Kritzinger & Solms, 2010).
“There is no argument whatsoever that the proliferation of devices and information are empowering.
Technology is today far more democratically available than it was yesterday and less than it will be
tomorrow” (Geer, 2015). The Internet evolvement in Sri Lanka is remarkable and most of the Internet
related latest technologies were introduced to Sri Lanka sometime even before the other countries in
the region (Abeysekara et al., 2012). Both the government and the corporate sectors of Sri Lanka have
also incorporated the cyberspace into their operations. Thus, operations of the government and
private sector institutions heavily rely on computers and the Internet. However, there are many
threats and risks incorporated with the Internet (Riem, 2001). Furthermore, the Internet has led to
criminal activities due to private information on it (De Joode, 2011). Hence, there is a risk of misusing
and compromising personal data on the Internet (Tierney, 2018).

Social media is an outcome of the Internet platform on which individuals and groups can share their
ideas, interests, and views with others. This media is more popular with the development of Internet
technology and the attractiveness of web-based applications, enabling many-to-many communication
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and online sharing. Aral et al., (2013) claim that social media is “fundamentally changing the way we
communicate, collaborate, consume, and create”. There is no a common definition for social media.
However, Kaplan and Haenlein, (2010) defined social media as “a group of Internet-based applications
that build on the ideological and technological foundations of Web 2.0 which allows the creation and
exchange of user-generated content”. Social media comprises the usage of online websites such as
Facebook (FB), YouTube, Twitter, LinkedIn and others which are used to reach their community base
and to denote a variety of web-based tools that purportedly encourage communication. Similarly it
enabled individuals to have access to variety of information sources facilitated by other consumers’
experiences and recommendations (Senecal & Nantel 2004). According to Hampton et al (2011) an
average internet user has got over 669 social connections. Facebook statistics shows that they have
more than 1.4 billion active users visited the social network on a daily basis and their annual revenue
amounted to close to $ 40.65 billion, the majority of which was generated via advertising in 2017.
Experts estimated that over 2.95 billion people would have access social networks regularly in 2020.

Then again, social media influences traditional media and has become an alternative to traditional
media (Piechota, 2011). Negussie & Ketema (2014) argued that FB is a media for freedom of dialogue
and consent to people from different ethnicities, religions, and backgrounds to directly share
information without any restrictions. Also, FB election campaign is recognized as a facilitative mode to
access political information in several ways. Through FB group activists and ordinary citizens could
voice their opposition to the government when denied democracy and suppress their views and voices
(Hanson et al., 2010). For example, The USA presidential campaign in 2008 was the first to use the
world of YouTube, My Space, FB, and political blogging Internet based for such purposes. By 2010, 22%
of Internet users have been using social media network for political activity (Bekafigo et al., 2013).
Further, many studies argued that social media could influence people by changing their perception,
and attitudes and promote people to think differently. From a political party perspective, social media
provides a cost-effective medium to reach-out to large number of users (voters), it provides a rich two
way engagement with users (voters) and by its nature creates interaction. Social media also offers a
business benefits for political parties, by using social media they could engage with many more users
(voters) rather than traditional media, so it means their investment in social media could give greater
returns (Warren, 2018).

Oppositely, online political campaigns distorted pluralistic debates and limited voters’ access to the
truthful information and ability to make informed decisions compared with ground campaigns.
Coordinated dissemination of false and demeaning information presented in digital platforms
including traditional media (EU election observation mission in Sri Lanka Presidential election, 2019).
Most of the political parties and their candidates use cross-platform electioneering tactics online, with
official party pages adjoining third-party sites that frequently served to discredit the opposing
candidates. Also these social media political campaigns have been used to social fragmentation and
reduce voter’s loyalty towards democratic political parties and candidates. This tread is rising rapidly
aiming at variety of targets. These campaigns target personal lifestyle values to engage with variety of
cases such as human rights, racist violence, economic justice, environmental protection (Bennett,
2012).

Another key aspect of the use of social media by political parties is that it allows them to influence
voters and the way that could vote, this is also known as information operations. Information
operations also known as influence operations, includes the collection of tactical information about an
adversary as well as the dissemination of propaganda.e.g. fake news in pursuit of a competitive
advantage over an opponent. (Waltzman, 2017). In a Sri Lankan context, the influence of social media
on Sri Lankan politics has brought new dangers. According to the Prime minister Ranil Wickramasinghe
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“Sri Lanka continues to face ‘New dangers’ posed by hate speech, fake news” (Maldives Independent,
2019).

The aim of this study is to investigate “Does the Facebook influence the Sri Lanka Presidential election
and the key themes of the posts that dominated social media landscape and user generated
interactions related to those posts during the Sri Lankan presidential election 2019.” Also we aimed to
examine what shape the influence takes, whether the influence is guided, or evolving freely related to
the “Responsibility and Governance” of social media platforms”.

2. OVERVIEW OF SRI LANKA

Sri Lanka is an island located in the Indian Ocean and has a population of around 22 million. Sri Lanka
is a country with a strong background of traditional and conservative way of life. The way of life is
influenced by many factors: its history of civil war, its Buddhist heritage, the influence from South
India, influences from the colonization of the Portuguese, the Dutch and the British. The society living
in bigger cities is relatively more open-minded than the ones in the smaller cities. Communal
cooperation and harmony rather than conflict and violence are the predominant features of Sri Lankan
society.

According to the census 2012, the total population is 21.94 million in Sri Lanka and consists of majority
70.1% Sinhalese, 12,6% Tamils, 9.7% Muslims and remainder are other ethnic groups. The majority of
the population is Buddhist at 67 % and the balance consists of Islamists, Hindus, and Christians. It is
estimated that around 80% of the total population lives in the rural and semi-urban areas. Sinhala,
Tamil, and English are the major languages with 92% of the population that can converse in Sinhala,
while 81% can read and write that language. 15% of the population can converse in English while 19%
can read and write it. Literacy is fundamentally important to the ability of the user to access
information. In Sri Lanka Digital Literacy is 38.7% and IT, Literacy is 28.3%. Mobile phone subscriptions
per 100 inhabitants are 103.16, a fixed telephone subscription per 100 inhabitants is 12.49 and
broadband subscriptions per 100 inhabitants is 10.45. Household computer ownership is 23.5% while,
email usage is at 11%, and Internet usage stands at 21.3%. There is a major difference in ICT readiness
among the Rural, Urban and Estate sectors in Sri Lanka. Further, amongst the over 2.3 million users of
social media, over 60% of them are male. It is projected that typically they spend around 34 minutes a
day on social media (DCS Sri Lanka, 2017).

3. LEGAL ENVIRONMENT AND REGULATORY BODIES IN SRI LANKA

While the right to freedom of expression, speech, and publishing is guaranteed under Article 14(1)
(a) of Sri Lanka’s constitution, it is subject to numerous restrictions related to the protection of
national security, racial and religious harmony, public order and morality. The Human Right
Commissioner of Sri Lanka stated “The Commission recognizes the critical necessity to protect
freedom of expression and the right to information as guaranteed by the Constitution of Sri Lanka
and Sri Lanka's international human rights obligations”. Further, the Human Right Commission of Sri
Lanka (HRCSL) had reiterated the vital need to take legal action against those who were using social
media to propagate communal hatred and incite sectarian violence, under applicable laws, in
particular under the International Covenant on Civil and Political Rights (ICCPR) Act No. 56 of 2007.
Both Sri Lankan laws and English law have common landscapes with the digital media.

There are several legislations passed by the Sri Lanka parliament, namely, Computer Crimes Act (No.
24 of 2007), Payment Devices Frauds Act (No.30 of 2006), Information and Communication
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Technology Act (No.27 of 2003) and Electronic Transactions Act (No. 19 of 2006). In addition, the
technological framework for electronic signatures and authentication technologies and certificate
authority was established in September 2013. The Telecommunications Regulatory Commission (TRC)
was established under the Sri Lanka Telecommunications (Amendment) Act, No. 27 of 1996. As the
national regulatory agency for telecommunications, the TRC's mandate is to ensure and protect the
interests of the public, provision of effective telecommunications and maintain effective competition
between commercial telecommunications enterprises.

As a consequence, Sri Lanka Ministry of Mass Media and Information has declared national policy for
media freedom and right to access information, to safeguard the right of all citizens to express their
views via any media and to receive, provide and gather information required for the proper functioning
of society; ensure that the media would not in any manner harm Sri Lanka’s National identity and
would prevent any person or community from being subject to contempt, insult, disgrace or hate by
the media; to facilitate and ensure to all the Sri Lankan citizens the right of access to information.

4. CASE STUDY OF SRI LANKAN PRESIDENTIAL ELECTION, 2019

Future of a country is decided by its voters. Sri Lankan nation has elected a new president in alandmark
vote to overcome the challenges they posed due to sluggish economy, increasing political polarisation
and security challenges such as Easter bomber attach which killed over 260 people and wounded
hundreds more. This was the first Presidential election in Sri Lanka where sitting president, prime
minister or opposition leader was not contesting for President. Gotabaya Rajapaksha won this election
by defeating record of 35 candidates from across the political spectrum and elected as the 8" president
of Sri Lanka.

Overall the presidential election was largely violence-free and a peaceful election which is well
managed by the election department. However, the peaceful campaign on the ground contrasted by
the few incidents related to the divisive rhetoric, hate speech and disinformation in traditional and
social media (EU election observation mission in Sri Lanka Presidential election, 2019). According to
the Statement by the European Union election observation mission (EU EOM) “2019 presidential
election was largely free of violence and technically well-managed, but that unregulated campaign
spending, abuse of state resources and media bias affected the level playing field”.

The highest-profile candidates were Gotabaya Rajapaksa and Sajith Premadasa, who both attracted
huge crowds at their ground rallies. Other than that they use traditional media, with a heavy presence
in paid advertising in television and the print media such as newspapers. In addition they used cross-
platform electioneering tactics online, with official party pages adjoining third-party sites that
frequently served to discredit the opposing candidates. The volume of hostile commentary and
interactions were higher on these third party sites compared to their official sites. However there was
a significant gap between the two main candidates and other contestants in the election in terms of
the resource allocation. The campaigns done by Janatha Vimukthi Peramuna (JVP) party of Anura
Kumara Dissanayaka and National People’s party of Mahesh Senanayake were less prominent
compared to other two main candidates. The remaining contestants were hardly visible on the
traditional media or social media space. The bias coverage by public and private media and
unavailability of campaign financial laws created this huge gap in the playing field. (EU election
observation mission in Sri Lanka Presidential election, 2019).

Facebook was the main contributor which shaped political narratives and electoral agenda in the social
media space. Below table 1 shows the statistics related to the top 4 candidates and their Facebook
participation to the 2019 presidential election. According to the table 1 both Gotabaya Rajapaksa and
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Sajith Premadasa have attracted highest number of followers and attractions to their posts as they did
in their ground campaigns. According to the EU election observation mission (2019) The SLPP’s online
campaign was the most spending online campaign compared to the rivals. (EU election observation
mission in Sri Lanka Presidential election, 2019). However we can see that New Democratic Front party
has got huge number of average followers (320567) while SLPP has got highest number of average
interactions (441). Both of these parties (SLPP and NDF) social media participation seems higher
compared to the rivals.

Table 1. Official Facebook pages and their interactions - 2019 presidential election.

Candidate Party Official Facebook Page | Number of | Average Average
Post Followers Interactions

Gotabhaya Sri Lanka Podujana | https://www.facebook. 464 52713 441

Rajapaksa Peramuna (SLPP) com/PodujanaParty

Sajith New Democratic https://www.facebook. 495 320567 391

Premadasa Front (NDF) com/UNPofficialpage/

Anura Kumara | National People's https://www.facebook. 218 46872 267

Dissanayaka Power com/nppsrilanka

Mahesh National People's https://www.facebook. 209 41233 208

Senanayake Party National com/nationalpeoplesm

Peoples Movement | ovement/

Overall misuse of media created a massive impact on voters’ access to the factual information, which
affected their ability to making fully informed decision. Coordinated dissemination of outright false
and demeaning information presented in both traditional media and online platforms, however
Facebook was leading this. Figure 1 shows that most of the social media misuse complains reported
against the Facebook with 73%. Also most of the Facebook sites did not adherence to the campaign
silence rules.

Figure 1. Misuse of social media by type - 2019 presidential election.
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Source: ITSSL Social Media Monitoring Report (2019)
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According to the social media monitoring report by information technology society (ITSSL) they have
got 1593 complains related to the misuse of social media networks. In addition they have observed
240 incidents against campaign silence rules. Below figure 2 shows statistics related to the misuse of
social media during the 2019 presidential election.

Figure 2. Misuse of social media for 2019 presidential election.
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Source: ITSSL Social Media Monitoring Report (2019)

650 complains related to the mudslinging of the Presidential candidates and about 190 complains of
malpractice and malicious publications received. Other than that, there have been 147 complaints of
false news exchanges aimed at presidential candidates, and 142 complaints regarding the Millennium
Challenge Agreement (MCC). There have also been complaints regarding eight fake social media
accounts created using the names of presidential candidates. There are 157 complaints belonging to
both mudslinging and fake news (ITSSL Social Media Monitoring Report, 2019).

However, in order to instigate the social media’s influence on the Sri Lankan Presidential election 2019
and to examine what shape the influence takes, we performed an independent study and this study
collected data from Facebook using CrowdTangle related to the Sri Lankan presidential election 2019.
The research question related to the study is “Does the Facebook influence the Sri Lanka Presidential
election 2019 and to examine what shape the influence takes, whether the influence is guided, or
evolving freely related to the “Responsibility and Governance” of social media platforms”. In order to
answer the research questions we analysed key themes of the posts that dominated social media
landscape and user generated interactions related to those posts during the Sri Lankan presidential
election 2019.”

The study focussed on collecting data from the four most popular open FB political groups namely
“Ape Rata”, “JVP Balakotuwa”, “Ekayayata kola patata”, “Sri AV TV Network”. These have been
selected to perform the analysis and 175 posts had been selected using purposive sampling technique
from October 20-27 in 2019, to analyse using the key themes by the researchers.
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Table 2 presents the key themes of the posts and viewers’ interactions during October 2019 related to
the Sri Lanka presidential election.

Table 2. Type of posts used by the selected FB public groups and followers interactions related to the
2019 presidential election.

Key Themes Total Perce | Numbe | Numbe | Numbe | Total Total Average
Post ntage | rof r of r of Interacti | Interac | Followers
(Freque | (%) reactio | Shares | Comme | ons tions per
ncy) ns nts (Count)* | (%)* Theme**
Promotion of the 45 26% 6061 4059 817 10937 19% 324814
candidates
Distribution of Fake 16 9% 1041 906 129 2076 4% 144933
News (false and
demeaning
information)
Social fragmentation | 29 17% 5135 7409 747 13291 23% 258282
and reduce voter’s
loyalty
Social Awareness 33 19% 4506 3114 259 7879 13% 426079
Racist violence 10 6% 2983 2233 365 5581 9% 362531
Economic justice 19 11% 9246 3493 644 13383 23% 659540
Environmental 6 3% 339 306 40 685 1% 215091
protection
Social Security and 17 10% 3177 1376 427 4980 8% 312524
Human Rights
Total 175 100% | 32488 22896 3428 58812 100%

*Total Interactions: The sum of Reactions, Shares and Comments related to the each theme.
**Average Followers: The sum of Page Likes, Instagram followers, Twitter followers, or sub edit subscribers for
all of the matching results.

Table 2 shows that the most of the posts shared related to the following themes: Promotion of the
candidate (26%), Social fragmentation and reduce voter’s loyalty (17%) and Social Awareness (19%)
while Environmental protection (3%) theme is the least post shared theme.

Then we looked at the data to determine the social interactions related to the themes of the posts.

Figure 3. Distribution of social interactions by theme related to the 2019 presidential election.
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*Total Interactions: The sum of Reactions, Shares and Comments related to the each theme.
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Figure 3 explore the user generated interactions by theme. Total interactions were vary according to
the each theme the majority of followers interacted to the ‘Social fragmentation & reduce voter’s
loyalty’ and ‘Economic justice’ themes with each 23% interactions. Nevertheless Environmental
protection theme has got least number of social interaction (1%) as shown.

The next stage was to analysis the distribution of Interaction by type related to the 2019 presidential
election and the posts, this is shown in Figure 4.

Figure 4: Distribution of viewer’s interactions by type related to the 2019 presidential election.
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Figure 4 explore the viewer generated interactions by type. It’s interesting to see that the most of the
viewers reacted to ‘Economic Justice’ theme while most shared posts related to the ‘Social
fragmentation and reduce voter’s loyalty’ theme.

5. DISCUSSION

The analysis revealed what the major themes were in the Sri Lankan presidential election 2019.
The analysis identified that the major themes ‘Promotion of the candidates’ (26%); ‘Distribution of
Fake News’ (9%); ‘Social fragmentation and reduce voter’s loyalty’ (17%); ‘Social awareness’ (19%);
‘Racist violence’ (6%); ‘Economic justice’ (11%); ‘Environmental protection’ (3%) and ‘Social Security
and Human Rights’ (10%). What was of interest was that number one theme was the ‘Promotion of
particular candidates’ many of the posts were promoting the main candidates, Gotabaya Rajapaksha
and Sajith Premadasa were popular. The highest-profile candidates were Gotabaya Rajapaksha and
Sajith Premadasa and they had used a sophisticated and heavy social media campaigns (EU election
observation mission; 2019) and that seems to influence social media posts related to Promotion of the
candidates theme. Another interesting outcome was that ‘Distribution of Fake News’ that only
reflected 9% of the themes in the posts, the authors had expected this figure to much higher.

Another important outcome of the analysis was the disclosure of social interactions related to the
themes in the posts. Mostly interacted themes by the followers were Social fragmentation and reduce
voter’s loyalty (23%) closely followed by Economic justice (23%). According to the EU election
observation mission in Sri Lanka Presidential election (2019) most of the candidates used cross-
platform electioneering tactics online, with official party pages adjoining third-party sites that
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frequently served to discredit the rival. This may lead to influence posts and social interactions related
to the “Social fragmentation and reduce voter’s loyalty theme mostly”. This may possibly a guided
influence by third party sites operated by the political parties. Also Sri Lankan nation has struggled by
the challenges they posed due to sluggish economy, increasing political polarisation and security
challenges. Because of that National security and Economic Justice were a prominent themes in the
election campaigns. From our analysis also we can confirm that the economic justice theme was a
prominent theme in terms of the posts and social interactions.

6. CONCLUSION

The paper has shown that social medial has the ability to generate discussion and debate, the authors
showed that the most popular FB posting was to promote particular presidential candidates, and it
may possibly a guided influence. The most interacted themes were “Social fragmentation and reduce
voter’s loyalty theme” and “economic justice”. When we analyse the user interactions we can see both
guided and freely evolving interactions related to the Sri Lankan presidential election 2019. Also issues
such as Fake News were not a major issue. The authors have shown that Facebook did have guided
and freely evolving influences on the Sri Lankan presidential election of 2019.

Findings of the case study concluded that there is a significant impact on politics campaign and level
of user’s interaction of social media. Further, it was established that the misuse of social media has
becoming a major challenge for future free and fair elections. Therefore, necessitates the need for a
national social media policy that focuses on election as key stakeholders in the registered political
parties.
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ABSTRACT

Using facial recognition as evidence in trials is part of a larger pattern of using suspect marks of
identification to pinpoint those responsible for crimes. Those accused of crimes have been
convicted on the basis of bite marks, hair samples, and fingerprints, and though those in law
enforcement would no doubt want a mode of identification that ensures that those accused are
in fact those who committed the crime being prosecuted, facial recognition technology fails to
add any certainty to the modes of identification that are unfortunately now used and fail to sort
out the guilty from the innocent.

We might well think that technological advances will eventually allow us to find us a sure proof
mode of identification, but facial recognition technology is nowhere near the level of certainty
of identification that we need to prove someone guilty beyond a reasonable doubt and there
are serious doubts that it ever will be.

KEYWORDS: facial recognition, features comparisons, fingerprints, prosecution.

1. INTRODUCTION

Facial recognition technology is now being used by law enforcement and by prosecutors to
identify and help convict criminal suspects. It is standard now whenever there is a crime to look
at what the security cameras captured. They seem to be ubiquitous, and it is a rare article or
broadcast on a criminal investigation in the United States that does not give a nod to how helpful
a security camera was to identifying a suspect and, indeed, recording the criminal act. There is
little doubt that they have been a huge help for law enforcement and that it is likely that we will
see more and more cameras deployed throughout our city’s streets, in businesses, and in homes.

That technology combined with the tracking information available via cell phones creates an
alarming capacity on the part of governments to know exactly where someone is and what they
are doing—and the subsequent concern about constant surveillance and control. That concern
will no doubt take a back seat to the demands of law enforcement for its use in identifying
possible perpetrators. It is too useful for those in law enforcement to be persuaded that a
potential alarming capacity should curtail the deployment of surveillance cameras. Such
cameras promise to be even more useful as the technology evolves. So deployment is going to
continue, with greater and greater capacities to monitor citizens’ activities.
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That is disconcerting, but even more disconcerting is the use of facial recognition as evidence by
prosecutors. Its use in criminal trials in the United States is part of a larger pattern of using
guestionable rules of skill that tell us how to identify a suspect based on fingerprints, bite marks,
and other supposedly identifying information.

We will look at the rules of skill that are at issue in what is called features comparisons before
examining how such features are used, and with what success, in prosecuting cases. We will
then turn to facial recognition to examine its advantages and disadvantages in prosecution.

2. RULES OF SKILL

A rule of skill tells us how to achieve a particular end: to bake a cake, do such-and-such; to
buttress a girder, do so-and-so. They are the tools of the trade, so to speak, for any profession,
and they display a wide variety of functions. There are rules that tell us what things are—what
symptoms go with which disease, what crosshair signatures are, what shape and position goes
with which human organ, and on and on. There are rules that tell us how to do something—how
to extract a tooth, how to use a Japanese saw, how to use Matlab, and on and on. There are
rules that prescribe the procedures to follow—in writing a valid will or ensuring a fair trial, in
minimizing the risks of infection, and on and on.

We are all familiar with rules of skill. We learn them early on as we learn to count or correct our
pronunciation so we can be understood. We know as well what happens when we fail to follow
the relevant rules. We open ourselves to criticism and to failure. We learn early on that games
must be played in certain ways and not others, for instance, and we learn as well the limits of
rules in ensuring that individuals do what they ought to do. Cakes do not always turn out the
way they should. Girders are sometimes not properly buttressed. Surgeons amputate the wrong
limb. Police officers stop a vehicle merely because the driver is African-American (Wang, 2017).

Rules of skill set a sequenced, coherent normative order to what we do. What matters for
making fudge, for instance, is that add vanilla after we have melted in the chocolate for fudge,
not before, and that we pay attention only to what is required for making fudge. Scratching
one’s head while thinking about where the chocolate might be may occur while making fudge,
but it not part of what it is to make fudge. What is required to make fudge is a coherent series
of steps, and anything else that may occur while traversing those steps is not relevant. That is
why the rule is normative: it tells us what we ought to do to make fudge and, in doing that, tells
us what we ought to ignore as not part of the sequenced, coherent, normative order

Rules of skill are no different in that way than, say, the rules of logic. Valid argument forms, for
instance, tell us how we ought to reason deductively. When we provide someone with the form
for modus ponens—if p, then g and p, therefore g—we are providing them with a sequence of
steps that they ought to follow if they are not to risk reasoning from truth to falsity. The same is
true for any rule of calculation. That is why tellers at the grocery store cannot just give us any
old handful of change. They are constrained by the rules that tell us how we ought to add and
subtract. If they fail to give us the correct change, we may properly tell them that they have
made a mistake, done something they ought not to do. We are telling them, effectively, that
they are not doing what reason tells all of us we ought to do. When we subtract 76 cents from
a dollar, we do not, with good reason, get 21 cents. The norm we have failed to satisfy is one of
reason
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3. FLOATING CONJECTURE

Some rules of skill are floating conjectures, without the sorts of evidential backing needed to
make them reliable. Anyone who reads mysteries or watches crime shows knows that central to
a crime’s solution is what can be found at the crime scene—‘DNA, hair, latent fingerprints,
firearms and spent ammunition, toolmarks and bitemarks, shoeprints and tire tracks, and
handwriting’ (Report, 2016). Detectives hunt for samples at the scene that can then be
compared to samples from a suspect, and they remind everyone not to touch anything at the
scene so that when they dust for fingerprints, for instance, their findings will not have been
contaminated. They are hunting for fingerprints or hair or something else left by whoever
committed the scene crime.

Experts compare the features of what is found at the crime scene with the features of the
relevant sample from a suspect, and if there is a match, they have significant evidence that the
suspect is the criminal. The relevant rule of skill will vary depending upon what feature is being
examined, but the general formula is the same for all features: if this sample looks like that
sample, they are from the same person.

We can already see, from the vagueness of that formulation, how easy it must be for errors to
enter into any identification. ‘Looks like’ requires someone to do the looking, and so one source
of error is that the person doing the looking may make mistakes. Another source of error
concerns in what way or ways the items being inspected look alike—and unalike. My siblings
and | have a family resemblance and so look alike in certain ways, but not in others. What feature
or features should count or count the most—the shape of our ears, their position relevant to
our skulls, our noses, the shape of our nostrils, our projecting or receding chins, or what? What
is compared with what requires a judgment based on evidence of which features, if any, are
telling. And so, clearly, another potential source of error is the misidentification of what ought
to count when comparing samples, and then yet another is the judgment that two samples are
identical in regard to what has been judged to be the telling feature.

We can get a sense of how problematic the relevant rules of skill are by examining the track
record of identifications for bite marks and hairs and fingerprints. We have a standard we can
use in DNA.

DNA analysts don’t tell jurors that a suspect is a match. Instead, they use percentages. Because
we know the frequency with which specific DNA markers are distributed across the population,
analysts can calculate the odds that anyone other than the suspect was the source of the DNA
in question (Balko, 2020).

We have a basis for comparison with DNA. Since we know of any specific DNA marker how many
there are in the population, we can tell how probable it is that one DNA marker is like another.

But we should emphasize that DNA is not the gold standard we may think it is. For one thing, it
is not foolproof. A man who received a bone marrow transplant ended up with the DNA of the
donor. He had both his own and his donor’s DNA, and, somewhat to his chagrin, we must
assume, ‘all of the DNA in his semen belonged to his donor’ (Murphy, 2019). We do not have
any idea how often that happens, but once is enough to make DNA testing less than the gold
standard.

There are also problems with how the testing is done. Those doing it can make mistakes,
obviously, sending the police on the sort of fool’s errand the German police engaged in for
sixteen years after finding ‘traces of identical female DNA...at 40 crime scenes across southern
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Germany and Austria,” including six murders (DNA, 2009). The police used Q-tips that they had
purchased from a store rather than sanitized ones, and the Q-tips had been contaminated by a
woman working at a Q-tip factory in Bavaria.

So using DNA to tie a particular suspect to a crime scene is not without its problems (Otterman,
2019). It is, however, determinative enough that we can assess the validity and reliability of
comparing hair and bite marks, for example, by determining if using DNA gives us the results we
got in previous cases comparing other features from the crime scene.

4. HAIR AND BITE MARK

Santae Tribble was 17 when he was arrested for murder and convicted based on a comparison
of his hair with hair found at the scene of the crime. As he put it, the experts said that the sample
‘matched my hair in all microscope characteristics.” As the prosecutor said in summing up the
evidence, There is one chance...in 10 million that it could [be] someone else’s hair’ (Hsu, 2012a).
Later analysis showed that of the thirteen hairs in question, nine were from one person, three
from different individuals, and one from a dog. None belonged to Tribble (Oliver, 2017). He was
freed (Hsu, 2012b) and then exonerated (Hsu, 2012c), but he spent 26 years in jail because of
the mistaken judgment that his hair matched the samples found at the crime scene.

‘Such is the true state of hair microscopy,’ the lawyer representing Tribble said, that ‘[tJwo FBI-
trained analysts, James Hilverda and Harold Deadman, could not even distinguish human hairs
from canine hairs.” Researchers showed in 1974 that ‘visual comparisons are so subjective that
different analysts can reach different conclusions about the same hair. The FBI acknowledged in
1984 that such analysis cannot positively determine that a hair found at a crime scene belongs
to one particular person’ (Hsu, 2012a).

In 2012, the FBI and Department of Justice began a review of over 3000 ‘criminal cases involving
microscopic hair analysis.” They found that ‘that FBI examiners had provided scientifically invalid
testimony in more than 95 percent of cases where that testimony was used to inculpate a
defendant at trial’ (Report 2016). So 19 out of every 20 defendants were falsely incriminated by
FBI experts. It is difficult to imagine a less reliable way to determine if someone has committed
a crime. Flipping a coin would give better than a 95% failure rate

Another example of a floating conjecture in forensic science concerns bite marks. Keith Harward
‘narrowly escaped the death penalty,’ but spent 33 years in prison after being convicted of rape
and murder on the basis of six forensic dentists testifying that the bite marks on the rape victim’s
legs were his. DNA evidence showed that he was innocent and that a fellow sailor, Jerry Crotty,
was responsible. Harward is one of at least 25 individuals ‘to have been wrongfully convicted or
indicted based at least in part on bite mark evidence’ (Innocence, 2019). He is now free, but he
says to those who tell him he is a free man, ‘l will never be free of this...I spent more than half
my life in prison behind the opinions and expert egos of two odontologists

Harward noted that there was ‘a death-penalty case in Pennsylvania where the judge is going to
allow bite-mark evidence’ (Oliver, 2017). Indeed, ‘bite-mark analysis...has yet to be disallowed
by any courtroom in the country’ (Balko, 2020)

The 2016 Report to the President pointed out that a ‘2010 study of experimentally created
bitemarks...found that skin deformation distorts bitemarks so substantially and so variably that
current procedures for comparing bitemarks are unable to reliably exclude or include a suspect
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as a potential biter.” In fact, evidence ‘showed a disturbing lack of consistency in the way that
forensic odontologists go about analyzing bitemarks, including even on deciding whether there
was sufficient evidence to determine whether a photographed bitemark was a human bitemark’
(Report, 2016). That bite mark evidence still finds its way into court cases is a sad commentary
on the failure of American judicial system to come to grips with such forensic floaters.

5. FINGERPRINT

On March 11, 2004, ten bombs killed 192 passengers on trains in Madrid and injured more than
1400, according to initial reports (Sciolino, 2004). The Spanish authorities found a fingerprint on
a bag of detonators and forwarded it to the FBI to see if it could find a match in its database.
The FBI’s Integrated Automated Fingerprint Identification System (IAFIS) ‘generated a list of 20
candidate prints.” None was a perfect match, but IAFIS also lists close matches, and one
belonged to Brandon Mayfield, a lawyer in Oregon. The FBI ‘immediately opened an intensive
investigation of Mayfield, including 24-hour surveillance...and physical searches’ of his law office
and residence. When news somehow broke that an American was a suspect in the bombing, the
FBI detained Mayfield on May 6th because they were ‘absolutely confident’ that Mayfield’s
fingerprint was on the detonator bags. They kept him in solitary confinement ‘for up to 22 hours
per day’ (Office, 2006)

The fingerprint from Spain was examined by a fingerprint specialist in the FBI who verified it as
belonging to Mayfield. That judgment was confirmed by a second FBI fingerprint specialist and
by the fingerprint unit chief, all of whom agreed it was Mayfield’s. That decision was confirmed
by a court-appointed specialist (Office, 2006). Four fingerprint experts fingered Mayfield, as it
were.

The defense attorney’s own expert confirmed the judgment of the FBI experts and later said,
‘No time before in history have there ever been two fingerprints with fifteen minutiae that were
not the same person’ (Bharara, 2020). So there was good reason for the FBI’s confidence.

The Spanish authorities identified the person whose fingerprint was on the bag of detonators,
and it was not Mayfield. As it turned out, further analysis of the fingerprints showed that
Mayfield’s was not identical to the one found in Spain, but what is of importance here is that
specialists in fingerprint identification judged that it was and that they had absolute confidence
in their judgment. The Mayfield case is a dramatic example of why such judgments cannot be
relied upon and should not be relied on, especially in criminal cases where the stakes are high.
We must have proof beyond a reasonable doubt, and the Mayfield case puts in doubt reliance
on fingerprints comparisons. The case has become a classic example of how misidentification of
a sample can mislead investigators, taking them off the scent of the perpetrator onto the scent
of an innocent person who can be badly harmed by the mistake.

6. RELIABILITY

As it turns out, feature comparisons are not very reliable at all. The 2016 Report to the President
on forensic science stated,

Reviews by the National Institute of Justice and others have found that DNA testing during the
course of investigations has cleared tens of thousands of suspects and that DNA-based re-
examination of past cases has led so far to the exonerations of 342 defendants (Report, 2016).
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The failure of such feature comparisons as hair samples and fingerprints is illustrated by the
number of exonerations each year as old cases are reexamined. ‘More than 150 men and women
were exonerated in 2018,” having ‘spent more than 1,600 years in prison’ for crimes they did not
commit. The Innocence Project exonerated more than 350 individuals, and in 45% of the cases,
those individuals were convicted because of a failure of feature comparisons combined with
misleading testimony from experts who ensured juries and judges that they were sure within a
‘reasonable degree of scientific certainty.” But the ‘experts...used exaggerated statistical claims
to bolster unscientific assertions.” That is a phrase that a jury is likely to believe gives great
weight to the evidence but has no scientific validity (Innocence, 2019).

The 2016 Report quotes a judge about testimony from an expert that ‘markings on certain
bullets were unique to a gun recovered from a defendant’s apartment’:

As matters currently stand, a certainty statement regarding toolmark pattern matching has the
same probative value as the vision of a psychic: it reflects nothing more than the individual’s
foundationless faith in what he believes to be true. This is not evidence on which we can in good
conscience rely, particularly in criminal cases, where we demand proof—real proof—beyond a
reasonable doubt, precisely because the stakes are so high.

The Report adds,

In science, assertions that a metrological method is more accurate than has been
empirically demonstrated are rightly regarded as mere speculation, not valid conclusions
that merit credence (Report, 2016).

The need for evidence and testimony based on evidence is nicely put by U.S. District Judge
John Potter, in ‘an early case on the use of DNA analysis,” U.S. v. Yee (1991):

Without the probability assessment, the jury does not know what to make of the fact that
the patterns match: the jury does not know whether the patterns are as common as
pictures with two eyes, or as unique as the Mona Lisa (Report, 2016).

That, in a nutshell, is the problem with the comparison of features: ‘There is no way to calculate
a margin for error.” Unlike DNA testing, where we know how probable it is that one marker is
like another because we know of any specific DNA marker how many there are in the population,
comparing a hair found at the scene of a crime to one of a suspect can at best exclude it—if, say,
the one is blond and other one black. Depending on how many features of a hair sample are
compared, it may not exclude many at all.

‘[TIhe FBI agent testified at trial that the hair from the stocking matched Tribble’s “in all
microscopic characteristics”,” (Hsu, 2012c), but the FBI expert, Hilverda, ‘recorded in his lab
notes that he had measured only three characteristics of the hair...—it was black, it was a human
head hair, and it was from an African American’ (Hsu, 2012a). We can presume that under a
microscope more than three characteristics are discernible and that countless African Americans
have black hair. So the FBI agent’s testimony was misleading, to say the least, and Tribble spent
26 years in jail for being an African American.

Here we know that the three characteristics are hardly unique, but no matter how many features
are found, we would have no idea how many hairs in the world share those features. The hairs
may even match in all discernible ways, but with no idea how many different hairs of different
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individuals match, we have no idea whether the match is unique or only to be expected since
millions could match.

The same is true for any comparison. We cannot know we have a unique match with marks on
shell casings, or bite marks, or pry marks on a door because there is no way of knowing how
many different guns or teeth or crowbars might, under the right conditions, produce identical
marks (Balko, 2020).

We have floaters in forensic science. Because of them, some individuals were executed. Floaters
can have grievous consequences, and those professionals who testified to their valid application
in particular cases were wrong.

7. DEGREES OF CONFIDENC

It is no surprise that people can be confident about something or find something plausible or
even obvious when the facts do not warrant confidence. We all have beliefs which range from
the implausible to certain, and to assess them, we must rely not on how we feel about them,
but on what the facts support. A feeling that a belief is certain is no guarantee it is true. If we
were to construct an argument for the FBI experts’ judgment that Tribble’s hair was found at
the scene of the crime, it would include the following premises regarding the degree of
confidence the FBI experts had in their judgment implicating Tribble:

— There is one chance in 10 million that the hair is not Tribble’s.
— We have only been mistaken 19 times out of 20 in making such judgments.

— So we experts are absolutely confident the hair is Tribble’s.

We have terms of criticism for beliefs, and the one most relevant here concerns the degree of
likelihood that the belief is true. We ought to be more or less confident in our beliefs in
accordance with the quality of our evidence, and in this case we ought to lack any confidence at
all.

A birder trying to identify a particular warbler will follow the usual methodology, making a
judgment based on the bird’s size, flight pattern, song, and other distinctive characteristics. The
birder ought to be more or less confident depending upon how many identifying marks are
discernible and how easily they can be discerned. ‘It’s a Palm Warbler’ is a quite different
judgment than ‘Well, could be a Palm Warbler,” and they mark how many identifying marks the
birder was able to discern and with what degree of certainty. Does the bird have a distinctive
yellow eyebrow? A chestnut-colored crown (Sibley, 2000)? Catching a glimpse of something
chestnut-colored is very different from being able to observe the bird for some period of time.

The methodology for identifying birds is not perfect. Experts can use it and still make mistakes.
But when used correctly by a competent birder, the success rate is significantly higher than 5%.
A 95% failure rate tells us that the methodology is unreliable and that having a second and third
expert check another’s judgment using the same methodology will not provide us with any more
evidence for the truth of the belief.

If the methodology is faulty, it does not matter how experienced an expert may be, or how many
experts chime in. An unreliable methodology will lead to unreliable results. As the President’s
Report of 2016 put it,
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Without appropriate estimates of accuracy [and error rates], an examiner’s statement that two
samples are similar—or even indistinguishable—is scientifically meaningless: it has no probative
value, and considerable potential for prejudicial impact.

As the Report notes,

Nothing—not training, personal experience, nor professional practices—can substitute for
adequate empirical demonstration of accuracy (Report, 2016).

The rules of skill that supposedly gave credence to ‘expert’ testimony are all recipes for mistakes.
In comparing Mayfield’s fingerprint with the fingerprint from the bag of detonators, FBI
fingerprint specialists found ten points of similarity, and the defense’s expert found fifteen.
‘Points’ is a technical term here. They occur where individual ridges end or split, and the
similarities were ‘the relative location of the points, the orientation of the ridges coming into
the points, and the number of intervening ridges between the points.” The Office of Inspector
General’s Review of the FBI's Handling of the Brandon Mayfield Case points out that there is no
research on how frequently such similar constellations of points occur in different individuals,
but that ‘anecdotal reports suggest that this degree of similarity...is an extremely unusual
circumstance’ (Office, 2019).

The bottom line, however, is that the experts were relying on a rule of skill that told them that
if there are so many points of comparison between two fingerprints, they can have ‘absolute
confidence’ that the two were made by the same person when they have no way to gauge a
margin of error. We have no idea how often such a constellation of points occurs among all the
fingers in the world, and without that information, we can only use a particular constellation of
points as a way of excluding some possible suspects. We cannot pinpoint a suspect because we
have no idea how many others share the relevant constellation. So the rule of skill the experts
used is a floater, a recipe that provides no justification for any confidence at all in its outcome.

The other floaters are no better supported. They all depend on rules of skill that tell supposed
experts that if they have such-and-such a configuration in two samples—of markings on a bullet,
of the impression of teeth marks, of the details of hair—they can be absolutely confident that
the samples came from the same firearm, or the same mouth, or the same head of hair. Such
confidence is not responsive to reality, but reflects an unwarranted judgment about the
reliability of a faulty rule of skill (National Research Council, 2009)

It is not just experts who make mistaken judgments about feature similarities. Eye-witness
identifications are standard and are remarkably unreliable. A witness or the victim to a mugging
gets a glance at someone’s face and then identifies the defendant when asked by a prosecutor
in the courtroom to point out the person responsible for the crime, but ‘inaccurate eyewitness
identifications...were introduced as evidence in over 70 percent of the more than 360 cases that
the Innocence Project... proved were wrongful convictions’ (Rakoff, 2019). Amateurs are no
better than experts, that is.

8. FACIAL RECOGNITION

The use of facial recognition technology only adds to the floaters, with additional problems. The
history of floating conjectures—fingerprints, bite marks, and so on—brings out most of the
problems that plague using facial recognition for identifying and prosecuting suspects
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The main problems are the ones that plagued the FBI when it misidentified Brandon Mayfield.
His fingerprint was not a perfect match, but one of twenty that the FBI algorithm picked out
from its massive data base as closely similar. The algorithm did not get a direct hit, but twenty
possibilities, that is, and the failure of the algorithm to provide an exact match meant that
judgment calls were necessary to determine which of the twenty, if any, was the most likely
match. But without knowing how many individuals have fingerprints that fall within that range
of possibilities, there is no way of knowing that any one individual has been properly identified.
The most that can be said is that those individuals whose fingerprints are not within that range
are not suspects.

This summary of the main problems captures the essence of what is wrong with using facial
identification: the failure to zero in on exactly one person by comparing features requires
judgment calls with no way of knowing the likelihood of one’s getting it right. But this summary
also obscures just how difficult a facial features judgment is.

We know that for fingerprints the likelihood of finding an exact match is exceedingly small. No
matter how detailed the FBI’s sample may be, it is being compared to a sample from a crime
scene. It is highly unlikely that the two prints are going to match exactly. Smudging, a lighter
touch here and a heavier touch there, a twist as one lets go, degradation through exposure to
contaminants—all sorts of things can get in the way of a clear print. The consequence is that
there are always gaps that need to be filled, and where there are gaps requiring judgment calls
on the part of those doing the examination, we have an opening, a gap, that is, for mistakes

Facial identification also faces that issue, so to speak. No two facial images of a person are any
more likely to be identical in all respects than two fingerprints of a person. What feature or
features should count or count the most? That is the first decision to be made, and it is not at
all clear what to choose to minimize mis-identification. A head turned slightly away, the
beginnings of a smile, an irritated expression, a new hairstyle that covers, or uncovers, parts of
one’s face—all sorts of things can get in the way of a perfect match

What counts cannot be the whole face, presumably, because any two images are almost
certainly going to vary because of the angles from which they are taken or the direction a person
is facing or the quality of the image itself. What counts cannot be anything that changes when
one’s facial expression changes. Just imagine how different a person’s face can look when the
person is smiling, frowning, angry, grinning from ear to ear, disgusted, sad, pouting, eye-rolling,
surprised, and so on.

Whatever is chosen as the telling feature or features must be constant, invariable despite
different camera angles, different positions of the person’s head, or different emotional
expressions. What is telling must not alter no matter what other differences there are. Human
faces do share some relatively constant characteristics. If you want to draw a face, you need to
start with an oval, divide it vertically and horizontally in half, place the eyes on the horizontal
line on each side of the vertical line, and so on with the nose and lips and ears and other features
taking their usual places. But although those features are relatively constant, they are not always
so, and in any event, they are too general to allow anyone to zero in on any one face using those
constants. It is unclear what other feature or features would provide the detail and constancy
needed to make an identification. It is unclear, that is, how we are to complete the first step of
determining what is telling.

In any event, however that first determination is made, we have another problem. Whatever
the telling feature may be, it is not going to distinguish between identical twins or, presumably,
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doppelgdngers. Identical twins look alike, obviously, and doppelgangers look enough alike that,
in the best—or the worst of cases for an investigator or prosecutor—they may as well be
identical twins. We know of cases where identical twins were separated at birth, neither
knowing of the other, only to discover one another years later (Paparella et al., 2018). What we
do not know is how many identical twins have been separated and have never found out that
they were identical twins. The number affects how likely it is that an identification based on
facial recognition is correct, but without that information, we cannot be at all sure what the
likelihood is that we have a match.

And there are more than a few individuals who look alike without being so much alike we would
call them doppelgangers. | have been mistaken countless times for the actor in the Halloween
series (sans costume), once by a flight attendant who said, ‘Oh!” when she saw me, asked why |
was sitting in the very back of the plane, told me she would make sure | was not disturbed when
| said, ‘For peace and quiet,” and then, as | left, having presumably looking up my name,
commiserated with me for not being famous. | was not quick thinking enough to tell her that |
always travel under my real name

So even if a determination can be made of what counts as a tell, we are no better off than we
were with the other floating conjectures. We can only exclude some and not pinpoint any
particular person. That problem ought to be sufficient to rule out facial recognition as definitive
to prove guilt beyond a shadow of a doubt. As we quoted above on the reliability of bullet
markings, ‘This is not evidence on which we can in good conscience rely, particularly in criminal
cases, where we demand proof—real proof—beyond a reasonable doubt, precisely because the
stakes are so high.

But facial recognition faces other problems. One | have not mentioned before, but will occur
regardless of what features are being compared—police misconduct. With Photoshop and other
editing software, it is easy to manipulate images to fill in the gaps that will occur when comparing
one image with another. We already have evidence that police investigators have doctored
photos to increase the likelihood of a hit and so the chances of an arrest. ‘Some investigators,’
it has been reported, ‘edited the photos in hopes of revealing more matches, including swapping
out facial features, blurring or combining parts of photos and pasting in images of other people’s
lips or eyes’ (Harwell, 2019a)

Facial recognition software faces yet another problem. It is biassed. The algorithms used
misidentify asians and blacks far more often than whites, females far more often than males,
and native Americans most of all. ‘Middle-aged white men generally benefitted from the highest
accuracy rates.’

The National Institute of Standards and Technology, the federal laboratory known as NIST that
develops standards for new technology, found ‘empirical evidence’ that most of the facial-
recognition algorithms exhibit ‘demographic differentials’ that can worsen their accuracy based
on a person’s age, gender or race (Harwell, 2019b).

We have a situation rather like the one we faced when airbags were first introduced. The
engineers chose as their norm, the one best protected by the exploding airbag, five-foot-nine
males weighing 170 pounds, a choice that best protected the 50th percentile of men and the
95th percentile of women. It is not a far reach to wonder whether the sex of those designing the
airbags mattered (Robison, 2016)
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Just so, itis not a far reach to wonder about the race and sex of those designing facial recognition
software. The problem is similar to the soap dispenser that fails to recognize any hands but those
of whites (Hale, 2017). Clearly those who designed it failed to test it across the range of diverse
hands that it would need to recognize.

The point is that the algorithms experts use to help fill in the gaps are a function of the vast
amount of data now available to be mined for accurate assessments, but that data captures our
biasses as well. ‘In 2015, for example, the Google Photos app was caught labeling African-
Americans as “gorillas”’ (Metz, 2019). Such mistakes can be corrected, but that misses the point.
They can permeate the algorithms used in facial recognition, and until we find such mistakes,
we have no idea how frequently they occur and how they can bias the results. We are in the
same position as those who use fingerprints, bite marks, bullet markings and other features.
Without knowing how often we will find the same bullet markings in all the guns in the world,
the best we can do is to exclude some, leaving however large an unknown number suspect. Just
so, because we have no idea how often such mistakes in algorithms occur, the best we can do is
exclude some individuals, perhaps leaving an impossibly large number in the pool of suspects.

9. CONCLUSION

The bottom line is that facial recognition cannot be any more definitive in establishing guilt or
innocence than fingerprints or any other feature. The rule of skill experts must use regarding
facial recognition floats, without the sorts of evidential backing needed to make it reliable. It
shares the two failings we identified for the other features being compared:

1. We do not know how many share the particular features that are taken to be telling.
We do not know, for instance, how many individuals have fifteen or ten identical
points in a fingerprint or how many have such-and-such a distance between the
centers of their eyes.

2. The gaps that are found between any two samples must be filled by the judgment of
an expert, but without any knowledge of how many individuals share the original
configuration, how large a pool there is, that is, no expert, no matter how
experienced, can provide a knowledgeable judgment about any particular individual
or, indeed, even a judgment of the likelihood of a particular person being the person
to be charged or convicted.

So facial recognition is not some new and wonderfully different and effective technique for
identifying and prosecuting individuals. The advantage of providing a history of features
comparisons and the ways in which they have been helpful and harmful is that we can see that
comparing facial features is more of the same, with all the problems we already canvassed and
more.

That is not to diminish its value. Law enforcement can and no doubt will use it to rule out a
relatively large class of individuals in any specific case. The images are good enough to allow for
a great deal of discrimination, and that can be crucial to those trying to track down a suspect.
But it will have no value for prosecutors. A supposed match would only show that a defendant
is one of an indeterminate number of individuals with relevantly similar features.
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ABSTRACT

This paper outlines some challenges and suggestion to manage and minimize cybersecurity breach
within smart cities. It also reviews various research and recommendations proposed to minimize,
manage, and mitigate cyber breaches within the smart cities. According to definition, a smart city is
designation given to a city that incorporates Information and Communication Technologies (ICT) to
enhance the quality and performance of urban services such as energy, transportation and utilities in
order to reduce resource consumption, wastage and overall costs. Various reports, worldwide
spending on cybersecurity is going to reach $133.7 billion in 2022. Furthermore, smart cities are
complex ecosystem where city infrastructure (public and private entities, people, processes, and
devices) are constantly interacting with each other and with technology also.

KEYWORDS: Smart cities, cyber breaches, ecosystem.

1. INTRODUCTION

With increase in technology use, the misuse of it is also on the rise. According to Verizon report (2019):
worldwide spending on cybersecurity is going to reach $133.7 billion in 2022; approximately 68% of
business leaders feel their cybersecurity risks are increasing; data breaches exposed 4.1 billion records
in the first half of 2019; 71% of breaches were financially motivated and 25% were motivated by
espionage; and 52% of breaches featured hacking; 28% involved malware; and 32-33% included
phishing or social engineering.

Cybersecurity, by definition refers to a set of techniques used to protect the integrity of an
organization’s security architecture and safeguard its data against attack, damage or unauthorized
access. Verizon report (2019) commented that smart cities are increasingly under attack by a variety
of threats. Further, “these include sophisticated cyberattacks on critical infrastructure, bringing
Industrial Control Systems (ICS) to a grinding halt, abusing Low-Power Wide Area Networks (LPWAN)
and device communication hijacking, system lockdown threats caused by ransomware, manipulation
of sensor data to cause widespread panic (e.g., disaster detection systems) and siphoning citizen,
healthcare, consumer data, and personally identifiable information (PIl), among many others,”
explains Dimitrios Pavlakis, Industry Analyst at ABI Research. “In this increasingly connected
technological landscape, every smart city service is as secure as its weakest link.” (Help Net Security,
2019).

In general, smart cities use connected technology and data to :1) improve the efficiency of city service
delivery; 2) enhance quality of life for all; 3) increase equity and prosperity for residents and
businesses. Report by Pandey et al (2019) underlying technology infrastructure of the ecosystem
comprises three layers: the edge, the core, and the communication. The edge layer comprises devices
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such as sensors, actuators, other loT devices, and smartphones. The core is the technology platform
that processes and makes sense of the data flowing from the edge. Whereas the communication layer,
establishes a constant, two-way data exchange between the core and the edge to seamlessly integrate
the various components of the ecosystem. Consequently, with the growth of smart cities that is
projected to increase fourfold by 2025, cybercrime will also continue to rise within smart cities.

2. CYBER CRIME IS ON THE RISE

Across the globe, cybersecurity breaches are increasing. Recent report conducted by Symantec
Internet Security Threat Report (2019) highlighted some alarming figures: an average of 4,800 websites
compromised each month; Ransomware shifted targets from consumers to enterprises, where
infections rose 12 percent; More than 70 million records stolen from poorly configured S3 buckets, a
casualty of rapid cloud adoption; Internet of Things (loT) was a key entry point for targeted attacks. In
addition to the statistics above, Verizon Report (2019), states that the most common causes of data
breach include: weak and stolen credentials; passwords; Back Doors; Application Vulnerabilities;
Malware; Social Engineering; Too Many Permissions; Insider Threats; Improper Configuration; and
User Error.

2.1. Smart cities and technology

Smart cities are the future, especially in urban area to boost the efficiency and effectiveness of city
services. Amsterdam was one of the first European cities to launch a smart city program, with the goal
of improving its economy, environment, government, living, and mobility. Some of their qualifications
for becoming a smart city are: smart housing; open data; smart grids; home energy storage;
connectivity; and smart mobility. Currently, only 600 urban cities contribute to 60% of global GDP. The
idea of a smart city is to collect information through connected devices and make life more
comfortable using these devices for logistics. It is estimated that the market for smart city technology
is expected to reach S$1.5 trillion by 2020. One smart city initiative is Singapore’s “Smart Nation”
project, that aims to apply new technologies to enhance transportation systems, health, home and
business. (Sivaramakrishnan, 2017). The goal is to increase interconnectedness in all aspects of
citizens’ lives through digital technologies. The underlying goal for Singapore smart city is: healthier
citizens mean healthier cities; a house with a heart is a home; and mobility is a shared community
experience. China, is another example, where it aims to develop 103 smart cities. These smart cities
seek to bring pollution, traffic congestion and widespread energy consumption under control through
greater use of connected technologies. Within India, 90 cities are targeted to develop smart
capabilities as part of its “Smart City Mission.” Their pragmatic approach is to attack this initiative in a
layered approach, solving specific issues one at a time. Since 2011, Tokyo (Japan) has focused heavily
on becoming greener by integrating homes with solar panels as well as attaching those homes to a
smart grid. Policies are being modified to integrate a more sustainable and an eco-friendly
infrastructure. Within the United States, cities such Boston, Las Vegas, Kansas City, and Chicago are all
taking advantage of smart solutions to address transportation, sanitation, connectivity, and safety
issues in their communities. Other cities within the United States include, Columbus, Pittsburgh,
Denver, San Francisco, and Dallas (Condliffe, 2016). They are implementing smart technology in
innovative ways to incorporate transportation as part of the smart city strategy to better connect
citizens to human services; encourage greater use of sustainable transportation; improve access to
jobs; and provide real-time traffic information to improve commuter mobility. Investments for some
cities include in millions of US dollars.
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One of the consequences of building a smart city is systems, sensors and devices are not only
connected to each other and to external systems around the world but also are increasingly connected
with over lightning-fast networks via the public internet and a wide range of cloud computing
architectures. The more things that are connected, the greater the opportunity for cyber breaches to
infiltrate your systems, exfiltrate sensitive data and disrupt potentially critical systems used in law
enforcement, public health and other municipal applications.

2.2.Smart cities and cyber breaches

As mentioned above, this new wave of digital transformation also brings new cyber risks that could
fundamentally impact the existence of smart cities. Cyber threats have been on the rise for years, but
the last few years have seen an explosion in cyberattacks that target both data and physical assets. No
doubt citizens benefit from living in smart cities. However, at the same time technology brings risks
and vulnerabilities to cybersecurity. There are many examples of cyber breaches in smart cities that
have warrant us to think about the consequences and solutions. For example, Atlanta, capital of
Georgia State in the United States, faced SamSam, a ruthless “ransomware” bug in March 2019. This
lasted approximately two weeks and a cost $55,000 worth of bitcoin in payment was demanded. The
aftermath of denying the demand left Atlanta City processing reports and legal documents, which cost
of this attack in millions. Baltimore, another smart city in the United States faced cyber breach. The
attack involved a ransomware attack that led to accessibility issues to their Computer Aided Dispatch
(CAD) system of Emergency services for 17 hours. The city’s Emergency services relied on this system
to automatically divert calls to emergency responders who are closest in location so that emergency
assistance is directed as efficiently as possible. While the system was down responders operated by
taking phone calls manually, a far slower process that could have had a more sinister outcome if the
cyber-attack had been prolonged. There are many other examples of cyber breaches in smart cities.
Another example, San Francisco Municipal Transportation Agency example when hackers used
ransomware to shut down its ticketing systems and demand payment (Condliffe, 2016).

It has been pointed out that by 2050, about 66% of the world’s population is expected to live in cities.
Methods to minimize, manage, and mitigate cyber breaches should be one of the first priority while
using advanced technologies within smart cities. While developing solutions, it is important to keep in
mind some of the realities of cybersecurity in smart cities, for example: 1) The introduction of new
web and mobile apps, IoT, connected homes, connected cars and even connected logistics. The
increase use of such new technologies will make more data and gadget accessible to criminals; 2)
Cybercriminal motivations increase to get access to loT. The sophistication of technology also means
increases in skills and tactics of cyber criminals; 3) Lack of skill of cybersecurity experts. Statistics
indicate there is more demand than supply for cybersecurity experts. This reality can become a
problem as cities become more dependent on technology for everyday activities. In addition to the
realities of cybersecurity and smart cities, ethical implications also become a concern. The U.S.
Department of Transportation issued a “Smart City Challenge,” to U.S. cities, encouraging them with
funding to develop more smart technologies around transportation. The hope is that, as cities
compete, they will develop ways to use digital technology to solve transportation problems and
improve efficiencies. As ideas are developed, other cities can then adapt them to their needs.

3. THREE LAYERS OF ECOSYSTEM AND CYBER CRIME

To help address some of the challenges mentioned above, researchers have argued that cities should
embed cybersecurity principles to minimize, manage, and mitigate cyber breaches. This paper uses the
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framework proposed in the article “Making smart cities cybersecure Ways to address distinct risks in
an increasingly connected urban future”, by Pandey et al (2019). They outline three layers of
ecosystem in context of smart cities: the edge, the core, and the communication. This paper also
reviews cybersecurity challenges in the ecosystem of smart cities. According to Pandey et al, there are
three factors influence the potential cyber risk in a smart city ecosystem: Convergence of the cyber
and physical worlds; Interoperability between legacy and new systems; and Integration of disparate
city services and enabling infrastructure.

This section reviews the challenges and reflects on the three layers of the ecosystem and cyber risks
in context of smart cities. This is significant since it is estimated that the world’s urban population will
rise by 72 per cent between 2011 and 2050. To combat this growing demand, it is important to keep a
check on use and misuse of technology, especially within smart cities. Furthermore, it becomes critical
that smart cities service providers such as networking Internet of Things (loT) technology with existing
infrastructure are balanced and reshape supply chains and manage assets and resources more
efficiently.

3.1. The core layer

This layer deals with technology platform, such as cloud, Internet of Things (loT), that process data.
This layer also enables to generate business logic to make sense of data following from the edge layer.
As mentioned above, more than half of globe is spending money to connect cities with technologies
to provide resilient energy infrastructure, data-driven public safety or intelligent transportation.
Examples above describe cities from San Francisco’s smart power grid to Barcelona’s digitized waste
management systems. With the smart cites projects come unintended consequences to all those
infrastructures connected with technologies. It is true to state that the more things that are connected,
the greater the opportunity for cyber attackers to infiltrate such systems, exfiltrate sensitive data and
disrupt potentially critical systems used in law enforcement, public health and other municipal
applications.

Moving towards smart city strategy requires careful consideration of reviewing polices. Examples of
cyber breach cases in smart cities of Atlanta, Baltimore and Sint Martens, recent report by DiliTrust
(2019) criticized by development experts as having been “procured and developed with little
coordinated consideration of privacy and security harms”.

Accurate recovery from a cyber-attack depends on fast and perfect damage assessment. According to
Anderson (2019), cyberattacks, regulators that are beginning to introduce expansive rules for tech
usage and data protection should be in close proximity as part of response of relentless data breaches.
In addition, at the core layer, cities should define a detailed cybersecurity strategy that is in line with
their broader smart city strategy to mitigate challenges arising from the ongoing convergence,
interoperability, and interconnectedness of city systems and processes. Risk management
assessments that identify assets, vulnerabilities and threats will help organizations manage, minimize,
and mitigate breaches associated with technology adoption. The integrated view of the risks and
knowledge of interdependencies of the critical assets can enable cities to develop a comprehensive
cybersecurity strategy. In the Catapult Future Cities report (2017), various strategies were discussed
with examples of different countries. The report suggested smart city strategies are made through
collaborative stakeholder engagement with city stakeholders and citizens. It is critical that they follow
an approach that is well-understood with the existing breaches and have a buy-in with the
stakeholders that need to deliver it. There is no doubt that such an approach will takes longer to
complete and implement smart cities core infrastructure. Some of the recommendation proposed in
the article can be applied to any smart city context. For example, establish strong leadership to develop
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skills and capacity within local government to deliver at-scale smart city projects (Catapult Future
Cities, 2017).

A great example, is Tel Aviv smart city. They have included champions and training their council staff
as part of their smart city core strategy. Core city plans that include smart city strategy within existing
statutory frameworks can also prove to be a beneficial and smooth transition process. Sydney and Sao
Paulo ae two examples that have embedded their city plans when creating their smart city strategy.
Modification or revising polices linked with existing cyber security laws and acts is part of the core
when creating policies. For instance, Singapore launched its National Cyber Security Master plan in
2013 and followed it with a new cyber security bill in 2016. Both initiatives were an integral part of
Singapore’s smart nation strategy. This is because with use of technology, the misuse of technology
also increases.

3.2. The communication layer

Communication layer is related to the technology gadgets like Bluetooth and wireless. Different cities
have utilized different mechanism to build a smart infrastructure. The Songdo International Business
District, as it’s formally known, was built from scratch, on reclaimed land from the Yellow Sea. It has
the state of art communication layer to support the 1,500-acre development of smart city. New Songdo
City was envisioned as “a giant test bed for new technologies’ that would demonstrate the country’s
technological prowess to help attract foreign investment” (Poon, 2018). Programs like these aim at
using technology gadgets to improve life in cities, whilst attracting foreign investment to increase
economic growth.

Innovations in the communication layer of smart cities are also increasing the risks of cyber breaches
and data comprise. As highlighted above, statistics highlight the increases of cyber breaches. Hence it
is true to say that such cities thriving to become smart will require to explore new techniques and
policies to solve cyber-related issues. Managing, minimizing and mitigation cyber breaches within
smart cities requires attention from strategy and design to implementation and operations.
Elmaghraby et al (2014), in their article “Cyber Security Challenges in Smart Cities: Safety, security and
privacy”, suggest a framework linked with privacy solutions and smart cities.

3.3. The edge layer

The edge layer comprises of sensors, actuators, and smart phones. This is the front end of the smart
cities. A classic example of comprise of the edge layer is the 2018 case when Emotet malware virus
struck the city of Allentown, Pennsylvania. The virus quickly multiplied in a week and rendered the
city’s finance department system unusable by not allowing it to make external bank transactions. Also,
the police department could not access databases controlled by the Pennsylvania state police.
Containing the virus and getting back to operational status is estimated to have cost the city USS1
million. Some of the vulnerabilities of the smart systems can be the traffic control systems. Cases have
highlighted how smart traffic control systems are vulnerable to takeover. The 2006 case of a
disgruntled employees who attacked Los Angeles traffic control systems is another example of
communication layer being compromised. Although an increasing number of newer smart systems
have the necessary state of art technologies, however older systems currently installed lack it and
would be very hard to replace without major street reconstruction. Attacks on traffic and surveillance
cameras, too, could render a city blind. The 2016, ransomware attack on the San Francisco municipal
rail system demonstrates that municipal transit systems are being targeted. Additionally, introducing
false information on the systems could comprise privacy of citizens. Other cases of cyber breaches
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include, 2015 BlackEnergy attack on the Ukrainian power grid, where more than 80,000 consumers
were left without power. Another case is the 2016 hack of an unidentified water treatment plant,
where mass casualties were averted only because the hacktivists who attacked it did not immediately
realize what toxic chemicals they were in a position to unleash on the plant’s consumers (See Verizon
report 2019 for details for the cases).

When it comes to smart cities, privacy concern is a topic that comes to the forefront. According to
AlDairi and Tawalbeh (2017), smart cities influencers must pay more attention so security and privacy
concerns in smart cities. In their paper, “Cyber Security Attacks on Smart Cities and Associated Mobile
Technologies’, they discuss major security problems and recommendations linked with current smart
cites. Further, they present several influencing factors that can affect data and information security in
smart cities. They outline five main components that are essentially required to be in a smart city:
modern information and communication technologies, buildings, utilities and infrastructure,
transportation and traffic management and the city itself.

4. CONCLUSION

In addition to advantages of smart cities, the tremendous data exchange and integration of
technologies within the three layers of the ecosystem can create higher cyber risks and threats. The
dynamically changing of innovative technologies can also result in complexities that requires attention
before we play catch up. In context of cyber security, smart cities should into account the three layers
of the ecosystem to manage, minimize or mitigate various challenges that could be posed due to the
interconnectivity of technology that makes a city smart.
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ABSTRACT

The paper discusses a very important problem which is the verification of security protocols.
Security protocols are used to secure users’ communication living in the Smart Cities. Users in
the cyber world could be exposed to dishonest users' actions. These users are called Intruders.
Also, they could fall victim to cybercrime. Due to continuous technological development, the
security of protocols should be regularly verified to confirm their correctness. Also, in the case
of security protocols, time plays a significant role. It may turn out that a few seconds will allow
an Intruder to acquire the appropriate knowledge to execute an attack and stole confidential
data. Therefore, it is right to verify security protocols also in terms of the influence of time on
their security. For this purpose, we propose a new method for security protocols verification
including timed parameters and their influence on security. Our method includes analysis of
encryption and decryption times, composing the message time, delays in the network and
lifetime, using the specially implemented tool. Thanks to this, we can calculate the correct time
protocol execution, indicate time dependencies and check the possibility of Intruder’s attack.
Our experimental results we present on well-known Needham Schroeder protocol example.

KEYWORDS: timed analysis, security protocols, cybersecurity, verification.

1. INTRODUCTION

The concept of smart cities primarily uses information and communication technologies to
increase the interactivity of city infrastructure. The development of technology entails the
improvement of everyone's quality of life. In turn, the use of modern IT technologies is
associated with the problem of security of users and the entire urban society.

Ensuring security at the appropriate level is based on the security protocol (SP). The security
protocol is a sequence of several steps during which authentication information is exchanged
between computer network users. Unfortunately, SP's are exposed to attacks and activities of
dishonest users, so-called Intruders. An intruder can eavesdrop on the communications of
honest users, intercept their messages, and also use the knowledge thus acquired to conduct
attacks. The activities of the Intruder entail the need to regularly check the operation and
security of protocols.

Over the years, several methods have been developed for verifying security protocols and tools
implementing these methods ((Dolev et al., 1983), (Burrows et al., 1989), (Lowe, 1996), (Paulson,
1999), (Armando A, et. al., 2005), (Nigam et al., 2016), (Blanchet B., 2016), (Steingartner et al.,
2017), (Chadha et al., 2017), (Basin et al., 2018), (Siedlecka-Lamch O., et al., 2019)). These
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methods and tools did not take into account time parameters and their impact on the security
of security protocols.

Attempts to demonstrate the influence of time on safety appeared in the works of Jakubowska
and Penczka (Jakubowska et al., 2006), (Jakubowska et al., 2007). Unfortunately, this work was
not continued. In turn, the model of implementation of security protocols presented in
(Kurkowski, 2013) enables the generation of various versions of security protocols. We have
extended this model with the mentioned time parameters. Thanks to this, we can check the
duration of the session and check how time parameters have an impact on performance
security. Also, we check whether the Intruder can attack the protocol for the set time
parameters. In our considerations, we took into account constant and random values of time
parameters.

The rest of the article is organized as follows. At the second Section we present an example of
security protocol, which is Needham Schroeder Public Key protocol. We used this protocol to
show the results of our research. The next Section presents our methods and materials. At the
fourth Section we present our experimental results of our research. The last Section includes
conclusions and plans for the future.

2. NEEDHAM SCHROEDER PUBLIC KEY PROTOCOL

As an example we will use the well-known Needham Schroeder protocol, NSPK for short
(Needham et al., 1978). NSPK consists of three steps, during which two honest users (signed as
A and B) try to authenticate with each other. For this purpose they exchange messages with
timestamps (T4, Ts), IDs (/a) encrypted by theirs public keys (K4, Ks).

Figure 1. Scheme of NSPK protocol.

Source: self-elaboration based on (Needham et al., 1978)

The timed version of NSPK protocol in Alice-Bob notation is presented in Figure 1. In the first
step (az) Alice generate she’s timestamp T, and send it with she’s ID to Bob. The message is
encrypted by Bob’s public key Ks. In the next step (o) Bob generate he’s timestamp Tz and send
it with Alice’s timestamp to Alice. This message is encrypted by Alice’s public key Ka. In the last
step (as) Alice send to Bob his timestamp encrypted by Bob’s public key.
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Figure 2. Scheme of attack on NSPK protocol.

1 A—=T :{TA,IA}KI
ﬁ T(A) — B : {TA,IA}KB
ﬁg B — T(A) : {TA',«TB}KA
9 T— A :{TA,TB}KA
a3 A—=T 3{TB}K1
Pz T(A) = B :{Ts}x,

Source: self-elaboration based on (Lowe G., 1996)

—_

The Figure 2 presents a scheme of the attacker's intrusion on NSPK protocol. This attack was
described by Gavin Lowe in (Lowe G., 1996).

The Intruder (Trudy, T) must execute additional steps (sighed by 8), to acquire adequate
knowledge to complete the main execution (signed by a). Communication is as follows. First,
Alice begin a communication with Trudy (step a;). Therefore, she prepare message encrypted
by Trudy’s public key according to NSPK’s scheme. Trudy decrypt this message and encrypt it
again with Bob’s public key. This message is sent to Bob (step 8;). Therefore, Trudy knows Alice’s
timestamp and Bob thinks that Alice try to communicate with him. Next, Bob generate his
timestamp and send it to Trudy, who impersonates Alice, with Alice’s timestamp. Message from
step B; is encrypted by Alice’s public key. Trudy cannot decrypt this message because she does
not know Alice’s private key. So she send whole message to Alice in step az. Alice decrypt it and
send to Trudy Bob’s timestamp in step as. Because this message was encrypted by key K;, Trudy
can decrypt it and send to Bob his timestamp.

The effect of such protocol execution is following. Alice and Bob think that they communicated
with each other, but in fact all their messages were read by Trudy. Trudy know Alice’s and Bob’s
timestamp.

3. METHODS AND MATERIALS

To perform the full specification of the security protocol, we have extended all model definitions
from (Kurkowski, 2013) by time parameters. The new model includes definitions of a set of time
conditions, a protocol step, as well as the entire protocol in a timed version. In turn, the
computational structure defines the current execution of the protocol and its interpretation. In
the executions of the protocol, we took into account the Intruder in four models: Dolev-Yao
(Dolev et al., 1983), restricted Dolev-Yao, lazy Intruder and restricted lazy Intruder.
Interpretation of the protocol makes it possible to generate a set of different protocol
executions. Also, the model takes into account changes in participants' knowledge during the
protocol.

Also, the computational structure defines a set of time dependencies that allow to calculate the
duration of a session and prepare appropriate time conditions. These dependencies are related
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to message composition, step and session times, and lifetime. Dependencies include delays in
the network.

For the needs of our approach, we introduced the following delays in the network values for the
protocol’s step: minimum (Dmin), current (Ds) and maximum (Dmax). Such distinction determines
the range of tested values delays in the network. It is necessary to enable correct protocol
execution to honest users regardless of network conditions. Also, for step time and the session
time we consider similar distinction. The step time (minimal T,™", current Ts, maximal T;"%) is
the sum of message composition’s time (T.), encryption time by the sender (Te), delay in the
network and decryption of the message’s time by the recipient (Tq). The session time (minimal
Tses™", current Tses, maximal Tses™) consists of all steps’ times. The values of step and session
times depend on used delays in the network values.

To check the influence of time parameter values on the protocol’s users and its security, lifetime
was established. Lifetime cannot be exceeded in any of the executed steps. If this value will be
exceeded, users should know that they are communicating with the Intruder. Therefore,
communication should be immediately terminated. We calculate lifetime value in one step as a
sum of maximal step times of this step and next steps.

For research, we created a tool which allows verifying the timed security protocols. In the
beginning, the tool loads the protocol’s specification from the file. Then all potential executions
of the tested protocol are combinatorically generated. In the next step, using the SAT-solver, we
checked whether the generated executions are possible in reality. It is possible that during one
execution the Intruder will not be able to acquire the appropriate knowledge to complete it.

Then we conducted two types of research on the loaded protocol. The first of these is the so-
called time analysis. This analysis enables the determination of limits for delays in the network
and lifetime for which the protocol remains secure. The second type of research is simulations.
In this case, we can simulate delays in the network values and encryption and decryption times
to provide a real representation of the computer network.

4. EXPERIMENTAL RESULTS

Our tests were carried out using a computer unit with the Linux Ubuntu operating system with
Intel Core i7 processor, and 16 GB RAM. Also, we used an abstract time unit ([tu]) to determine
the time.

The experimental results will be presented on the example of Needham Schroeder Public Key
protocol. According to NSPK protocol structure, we assumed that encryption and decryption
times were equal 5 time units ([tu]), time of composing the message for the first and second
step were equal 2 [tu], time of composing the message for the third step were equal 1 [tu]. Also,
we choose the range of delays in the network values from 1 to 10 [tu] and set constant value for
the current delay in the network D=1 [tu].

Next, we calculated lifetimes for steps:
—  L3=59 [tu],
—  1>=39 [tu],
—  13=19 [tu].
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Also, we calculated minimal and maximal session time:

- T™"=32 [tu],
T"*=65 [tul].

These values were necessary to enable and set time conditions.

Table 1. Summary of NSPK protocol’s executions.

No. | Send. - Rec. Parameters No. | Send. - Rec. Parameters
1 A->B 10 | B>I(A) Ta, Ka

2 B>A 11 | I2A T, Ki

3 I->B T, Ki 12 | DA Th, Ki

4 1->B Tq, Ki 13 | I(B)>A Ti, Kb

5 I(A)>B Ti, Ka 14 | I(B)>A Tb, Kb

6 I(A)=>B Ta, Ka 15 | A T, Ki

7 B->1 T, Ki 16 | Al Tb, Ki

8 B->1 To, Ki 17 | A-I(B) Ti, Kb

9 B->I(A) To, Ka 18 | A->I(B) Tb, Kb

Source: self-elaboration

For the NSPK protocol, eighteen executions have been generated. A list of these executions was
presented in Table 1. Column Send. - Rec. relate to protocol’s participants: A, B is the honest
users, I, I(A), I(B) is the Intruder. | means Intruder who occur as a regular user, /(A) means
intruder who impersonates user A, and /(B) means Intruder who impersonates user B. Column
Parameters includes cryptographic objects, which are used by Intruder during execution.
Column No. contains an ordinal number which was assigned in order to simplify the reference

to execution. For example, execution no. 9 take place between honest user B and Intruder who
impersonates user A. In this case, the Intruder uses the timestamp of user A and also his public

key.

Table 2. Timed analysis of attacking execution in [tu].

astep | Bstep | Te | Tc | D | T4 Ts Tses Result
a1 4 2 |1 4 11 11 ok
B1 4 2 |1 4 11 22 ok
B2 4 2 |10 7 29 ok
(7)
a2 0 2 |1 4 25 36 ok
o3 4 [ 11| 4] 10 | 46 ok
10
B3 4 1|1 4 (27) 56 Ts>L3
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Let’s analyze the attacking execution. We analysed an interlacing of 7 (a-execution) and 11 (8-
execution) executions, which reflects attack included in Figure 2. The timed analysis was
presented in Table 2. This Table consist of nine columns. First of them is a-step which is related
to the steps of basic execution. The second column is called 8-step. Here will be assigned steps
from additional execution. Next six columns are connected to time parameters. These are
encryption time (Te), composition time (T.), delay in the network value (D), decryption time (Tq),
current step time (Ts) and current session time (Tses). The last column is called Result. Here we
assign our comment about current step.

Therefore, each step consists of encryption time, composition time, delay in the network value
and decryption time. Because Intruder did not have enough knowledge to execute a,-step, he
must establish 8-execution and execute additional step from it. Steps times from additional
steps were added to basic step time and also to the session time. Therefore, a,-step includes B
and Bz times. Also, Bs-step includes azand astimes.

In the step a;and B, there were no included encryption time. The Intruder did not perform such
operations, because he has not appropriate knowledge to decrypt the message from B,
therefore he sends whole this message to Bob in the step a..

Please note that if Intruder will not end 8-execution, the a-execution will be ended in the correct
time, including additional steps’ times and Intruder will know A’s and B’s timestamps. Therefore,
the attack on this protocol is possible for assumed values of the time parameters.

Next, we calculated how changes in the delay in the network range would affect protocol
security. We increased the maximum delay value in the network by 1 [tu] and checked how long
the duration of the second step would be. Thanks to this, we will be able to determine what
limit should be set for this step.

Figure 3. Changes in the delay in the network range.

N | ifetime in second step [tu] == Second step time [tu]

Time [tu]

1-10 1-9 1-8 1-7 1-6 15 14 13

Delay in the network values' ranges [tu]

Source: self-elaboration

Our results were shown in Figure 3. The setting the upper limit of delay in the network values to
4 [tu] protects the protocol. In such a situation, a lifetime set in the second step will end the
communication and the attack on NSPK protocol is not possible.
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In the next step, we performed simulations of Needham Schroeder Public Key protocol’s
executions. We used the randomly generated the current delay in the network values. We used
normal, uniform, Cauchy’s, Poisson’s and exponential probability distributions to generate these
values. The tool also allows random selection of values out of the accepted range to model the
real work of a computer network.

We made the following assumptions:
— encryption and decryption times were equal 2 [tu],
— time of composing the message for all steps was equal 1 [tu],

— the range of delays in the network values from 1 to 10 [tu].

Next, we calculated new lifetimes for steps, minimal and maximal session times:
—  L=44 [tu],
- L»=29 [tu],
- L3=14[tu],
- TMn=17 [tu],
—  T/"™=44 [tu].

Table 3. NSPK executions ended in the correct session time.

No. Session time [tu] Average delay in the
min avg max network [tu]

1 18.4 30.98 43.3 5.67

2 19.1 30.83 43 5.61

3 17.4 29.24 41.8 541

4 40.7 42.62 43.9 3.04

7 18 29.73 41.3 5.58

8 39.6 42.31 43.6 31

11 17 29.72 42.2 5.57

12 39.8 42.14 43.8 3.1

15 17.4 29.77 41.7 5.71

16 38.3 41.92 43.8 2.89

Source: self-elaboration

We carried out 18,000 test series for each probability distribution. In Table 3, we presented
minimal, average and maximal values of session time for several executions of Needham
Schroeder Public Key protocol including delay in the network values generated according to the
uniform probability distribution. Also, we presented the average delay in the network values.
These sessions ended in the correct session time.
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Also, we assumed two specific situations. First of them was when the current session time was
lower then minimal session time (7,™"). This means that Intruder may send cryptograms which
were in his knowledge set. The Intruder did not encrypt or decrypt messages and also he did not
generate any object, so these times were not added to session time. Session time (Ts) was lower
then minimal session time (7,™").

Table 4. NSPK executions ended below the minimal session time.

No. Session time [tu] Average delay in the
min avg max network [tu]
16.01 16.31 16.98 1.1
16.02 16.3 16.97 1.2

10 16.03 16.49 16.49 1.09

11 16.04 16.3 16.99 1.1

15 16.02 16.31 16.98 1.1

18 16.03 16.51 16.99 1.09

Source: self-elaboration

In Table 4, we presented minimal, average and maximal values of session time for several
executions of Needham Schroeder Public Key protocol including delay in the network values
generated according to the exponential probability distribution. Also, we presented the average
delay in the network values in each execution. These sessions ended in below the minimal
session time. In these exeutions Intruder used his cryptographic objects and also resent whole
ciphertext received from honest users. Please note that, the average delay in the network values
were between 1.09 [tu] and 1.2 [tu].

The second specific situation was when the current session time was upper then maximal
session time. This means that Intruder must execute additional steps to get knowledge.
Additional steps’ times affect the current step and session time. In this case, the execution ended
incorrectly (exceeding the maximum session time), while the time conditions imposed on each
step have been preserved.

Table 5. NSPK executions ended upper then the maximal session time.
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No. Session time [tu] Average delay in the
min avg max network [tu]
1 44.02 50.40 76.81 12.98
2 44.01 51.81 77.61 12.74
3 44.02 51.75 70.47 17.84
4 48.08 75.26 105.99 8.81
7 44.05 52.15 71.12 21.66
8 46.05 68.58 90.61 7.19
11 44.03 52.19 75.57 13.06
12 47.81 73.72 110.78 8.37
15 44.16 52.38 72.02 13.13
16 46.48 66.0 95.99 7.1
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In Table 5, we presented minimal, average and maximal values of session time for several
executions of Needham Schroeder Public Key protocol including delay in the network values
generated according to the normal probability distribution. Also, we presented the average
delay in the network values in each execution. These sessions ended in below the maximal
session time. Please note that, the average delay in the network values were greater then in
case of exponential probability distributions. Also, we observed values out of adopted range.

To present summary of our research we included following designations on the charts:

— correct, which is designated to the session ended between minimal session time (7,™")
and maximal session time (7,"%),

— <min, which is designated the session that were ended lower then minimal session time
(Tsmin)/

— >max, which is designated to the session that were ended upper then maximal session
time (T,™%),

— error, which is designated the session that were ended because one of the time
conditions was not met.

We presented the percentage summary of the number of NSPK protocol executions ended with
assumed statuses. Please note that there was no situation in which session ended upper then
maximal session time (7,"%).

On Figure 4, we presented a summary of the results for the Needham Schroeder Public Key
protocol using a normal probability distribution.

Figure 4. Summary of the results for the NSPK protocol using normal probability distribution.

9,44%
B correct

<min
B >max

B error

80,74%

Source: self-elaboration

On Figure 5, we presented a summary of the results for the Needham Schroeder Public Key
protocol using a uniform probability distribution. Please note that there was no situation in
which session ended upper then minimal session time (T,™").
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Figure 5. Summary of the results for the NSPK protocol using uniform probability distribution.

2200 W correct

<min

" >max

2000%

Source: self-elaboration

On the Figure 6, we presented summary of the results for the Needham Schroeder Public Key
protocol using Poisson’s probability distribution. Please note that there were no situation in
which session ended lower then minimal session time (T,™"). and there were a lot of error
situations.

Figure 6. Summary of the results for the NSPK using Poisson’s probability distribution.
B correct
<min

" >max

1292%,
@ B error

Source: self-elaboration

On Figure 7, we presented a summary of the results for the Needham Schroeder Public Key
protocol using Poisson’s probability distribution. Please note that there was no situation in
which session ended lower then minimal session time (7:™") and there were a lot of error
situations.

On Figure 8, we presented a summary of the results for the Needham Schroeder Public Key
protocol using an exponential probability distribution. Please note that there was no situation
in which session ended upper then maximal session time.

234 Mario Arias-Oliva, Jorge Pelegrin-Borondo, Kiyoshi Murata, Ana Maria Lara Palma (Eds.)



HOW TO BE ON TIME WITH SECURITY PROTOCOL?

Figure 7. Summary of the results for the NSPK using Cauchy’s probability distribution.
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Figure 8. Summary of the results for the NSPK using exponential probability distribution.
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Source: self-elaboration

The obtained results showed various aspects of computer network operation. We observed that
usage of uniform probability distribution shows the natural operation of the network. The usage
of normal probability distribution reflects the real operation of the network. The usage of
Cauchy and Poisson probability distributions suggest a busy network that very often has
problems. The analyze of the results obtained for the exponential probability distribution it
should be stated that this distribution illustrates the fast network.

Also, we try to check what is the influence of encryption algorithms’ speed and computing
power. For this purpose, we perform simulations Needham Schroeder Public Key protocol’s
executions using randomly generated values of encryption and decryption time, according to a
uniform probability distribution.

Again, we carried out 18,000 test series. We observed that for encryption and decryption times
close to 1 [tu], the attacking execution ended correctly. This means that if Intruder has great
computing power, his encryption and decryption times could be short and he can successfully
perform an attack on the protocol.
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5. CONCLUSION

This paper discussed the problem of security protocols' verification. SPs are widely used in smart
cities to secure users communication. For this reason, security protocols verification is important
to check if they provide an appropriate level of security.

We presented a new approach to this issue. In our research, we take into account the following
time parameters: encryption and decryption times, composing the message time, delays in the
network and lifetime. These parameters were used to calculate the correct protocol's execution
time and designate time dependencies. The imposed dependencies should protect prevent loss
of confidential information. We researched by timed analysis and simulation of delays in the
network and simulations of encryption and decryption times.

We observed that time has a huge impact on protocols' security. Badly selected time
dependencies could allow Intruder to perform additional actions to steal the data and threaten
the security of the smart city. During our research, we analyzed how delays in the network range
affect Intruder's capabilities. We took into account constant and random values of time
parameters. Observed results showed that if delays in the network range will be to extensive, it
will not be secure for honest users because Intruder could have enough time to compromise the
protocol.

Also, we observed how the selected probability distributions illustrated the operation of a
computer network. Our next research will be focused on further parameters, which may have
an impact on communication security in smart cities.
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ABSTRACT

In order to encourage ethical considerations and integrity in Big Data applications that
incorporate Machine Learning techniques, this paper introduces a case as to how we intend to
apply Value Sensitive Design (VSD) methodology in the design of a Telecom Customer Churn
Prediction model. The VSD approach identifies stakeholders throughout the design process and
this assists in steering clear of any biases in the design choices that might compromise any of
the stakeholders' values. In this paper, we realize a VSD conceptual investigation of a churn
prediction model, including stakeholder identification and the selection of human values to be
included in the design.

KEYWORDS: big data, machine learning, telecommunications, human values, value-sensitive
design.

1. INTRODUCTION

In recent years, big data technologies have been putting some pressure with regard to what is
deemed acceptable or not acceptable from an ethical point of view. A great deal of the literature
that focuses on ethical issues related to big data mostly concentrates on the following values:
privacy, human dignity, justice or autonomy (La Fors et al., 2019).

Telecom Namibia is facing ever-increasing competition from new entrants such as MTN, Paratus
Telecom, and Capricorn Mobile. With these new entrants, all chasing the same pool of
customers and declining customer spend, Telecom Namibia needs to be able to retain its
customer base in order to protect its revenues and ensure growth.

According to Harvard Business Review (Gallo, 2014), it costs between 5 times and 25 times as
much to find a new customer than to retain an existing one. Thus, preventing customer churn is
quickly becoming an important business function.

Telecom Namibia currently has a very basic churn model in place, which simply looks at churn
on the basis of how many customers have discontinued the use of telecom services but that is
too late to win back the customer. Consequently, this churn model is no longer practical nor
efficient.
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Telecom needs to have a more robust churn model built to predict customer churn with machine
learning algorithms. Ideally, telecom can nip the problem of unsatisfied customers in the bud to
keep the revenue flowing and ring-fencing its customer base.

During the development of the churn model, the team will also take the opportunity to explore
the customer data by determining the different personality types of each customer through
accessing their personal social media profiles. This will allow the team to provide proof that it is
in fact possible for companies to “use” their customers’ personal data in various ways that might
be unethical.

This will therefore require that the value aspect be taken into account because the model is
going to utilize data that is sensitive which might have value implications. It is for this reason
why the churn model design process will employ the Value Sensitive Design approach.

Value Sensitive Design is a theoretically grounded approach to the design of technology that
accounts for human values in a principled and comprehensive manner throughout the design
process (Friedman et al., 2013).

Our approach will be to apply Value Sensitive Design to design a churn prediction model for
Telecom Namibia. To allow us to proactively make use of the values, we will be engaging the
stakeholders throughout the design process including the prototype development. The study
will consider the VSD values starting from those listed by Friedman et al. (2013) and focusing on
the values for big data technologies listed by La Fors et al. (2019), as shown in Table 1.

Table 1. Integrated view of human values from different domains. Source: La Fors et al. (2019).

Technomoral values

Values from value-

Values from

Values in biomedical

Integration: values for

psychological harm

(Vallor 2016) sensitive design (VSD) | Anticipatory emerging ethics big data technologies
(Friedman et al. 2006) technology ethics [(Beauchamp & Childress
(Brey 2012) 2012)
Care Human Welfare Well-being and the Beneficence Human welfare
common good
Autonomy Autonomy Autonomy Autonomy [Autonomy
Humility, self-control  [Calmness Health, (no) bodily and |Non-maleficence Non-maleficence

Environmental

harm, Animal welfare

Justice Freedom from bias; Justice (distributive) Justice Justice (incl. equality,
Universal usability nondiscrimination,
digital inclusion)
Perspective Accountability N/A N/A Accountability (incl.
transparency)
Honesty, self-control Trust N/A Veracity Trustworthiness
(including honesty and
underpinning also
security)
N/A Privacy; informed Rights and freedoms,  [N/A Privacy
consent; ownership and |including Property
property
Empathy Identity Human dignity Respect for dignity Dignity
Empathy, flexibility, Courtesy N/A N/A Solidarity
courage, civility
Courage, empathy Sustainability (No) environmental N/A Environmental welfare
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Through the implementation of this case, this paper will provide support on incorporating ethics

and human values in Big Data applications. The findings will outline and demonstrate how viable

the VSD approach is for providing a more comprehensive view and balancing of human values
and ethics in Big Data applications.

2. APPROACH

Our approach draws on the Value Sensitive Design theory and involves three types of

investigations: conceptual, empirical, and technical (Friedman et al., 2013, La Fors et al., 2019).

As the goal of our research is to design a churn prediction model for Telecom Namibia using VSD,
our research consists of the following investigations:

1.

Conduct conceptual investigations to find the indirect and direct stakeholders, plus the
values that are implicated. To achieve this, we have to identify the different
stakeholders including discovering how they are affected and the values that are
implicated with regard to the implementation of the application. Applying stakeholder
analysis (Friedman & Hendry, 2019) we identify:

e Policy Makers: This includes the government Republic of Namibia, as well the
regulators- Communications Regulatory Authority of Namibia (CRAN) which is
mandated to regulate the telecommunication services and networks in
Namibia. It also includes the Ministry of ICT.

e Contractors: Any person or firm that undertakes a contract to provide materials
or labor to perform a service or do a job for Telecom Namibia.

® Competitors: Other companies in Namibia that offer the same products and
services offered by Telecom Namibia. The competitors include MTC, MTN,
Paratus Telecom, and Capricorn Mobile.

e Shareholders: The organizations and individuals that have a stake in Telecom
Namibia.

e Customers: The people, organizations, businesses, etc. who buy and apply for
the products and services that Telecom Namibia offers and makes use of those
services.

e Marketing and Sales representatives: Responsible for monitoring customer
churn and coming up with relevant solutions to retain customers.

e Lead Data Scientist: In charge of developing the churn model.

2. Choosing the ethical values to consider: the values are selected according to the

Telecom Namibia company values and the value considerations for techno-social
change in Big Data contexts presented by La Fors et al. (2019). Telecom Namibia’s
company values are (Telecom Namibia, 2017): Integrity, Care, Commitment,
Accountability, Empowerment, Teamwork and Mutual Respect.

The following VSD values are the values we will consider for the particular case of the
design of the churn prediction model using Big Data techniques: human welfare,
ownership, and property, autonomy, calmness, universal usability, accountability, trust,
privacy, identity, courtesy and sustainability (Friedman et al., 2013).
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3. ANALYZE THE TECHNOLOGY AGAINST VALUES

Following the previous approach, in Table 2 we carry out an analysis of the technology against
the values. The analysis includes hashtags such as #Risk and #Need4Action to indicate any ethical
risk or as an indicator where actions need to be taken to address specific challenges. The
technology can be seen as INPUT, MODEL and OUTPUT, as detailed in the following table.

Table 2. Analyzing the technology against values. Source: Open Roboethics Institute. (2019).

Value Questions

Telecom Namibia

INPUT

Transparency

Do the relevant stakeholders know how/when the
information is collected/changed/used?

No

Are the data provided by the stakeholders used to
collect any secondary sources of information (e.g.,
connected to social media profiles, external online
platforms)? If so, are the stakeholders informed of
this?

No, so far telecom Namibia does not use
data to access users' social media. A note is
that we will be using the data merely to also
prove that a company can access user data
on their social platforms to for example find
out their personalities.

Autonomy &
Consent

Is there an informed consent process in place for
the data collection that outlines the fact that the
data can be used for this use case?

No and it is not required.

Can the stakeholders decide not to have their data
used for the algorithmic system?

Not yet

Are there any elements in the data collection
process (e.g., user interface used for inputting data)
that could result in unintended outcomes?

No

Fairness

If people are involved in directly collecting data
from someone/something, how diverse are these
people in terms of race, gender, age, class, and
other socioeconomic factors? Teams of people who
are similar to one another can lead to similarly
biased observations and data entries.

No data needs to be collected, all data to be
used is already in the company’s databases.

Are certain groups of stakeholders’ information
collected disproportionally more than others? If so,
does this fact support or conflict with the societal
and stakeholder values?

No

Human Rights

Does the input data include sensitive/identifying
information (e.g., gender, race/ethnicity, religion,
location of work/residence, education, social and
professional associations/groups)?

Yes #Risk

Can the stakeholders opt not to enter the
sensitive/identifying information?

Yes
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MODEL

Transparency

Will the model and its performance be
understandable to and monitored by those training

it?

We will include this premise in our design.

If there is a questionable/erroneous outcome or an
incident in the future, is it possible to explain to a
third party what aspects of the model led to the
outcome/incident?

Yes

Accountability

How often is the model updated/re-trained and is
the frequency adequate for the use case?

Firstly we will train it every evening and
ensure that the frequency is adequate for
the use case.

Who oversees the model training/updating process
and are they the right people who can detect new
problems and act upon them?

The Lead data scientist will be overseeing
the process and will be able to detect any
new problems and act upon them.

Fairness

Are there sources of bias that could lead to unfairly
discriminating against individuals/groups,
especially against specific gender, race/ethnicity,
religion, social class or otherwise marginalised
groups?

No

Are there any parameters or technical aspects of|
the system that can contribute to biases in the
output against specific gender, race/ethnicity,
religion, social class or otherwise marginalised
groups?

No

Human Rights

Is the model designed to reveal or predict an
individual’s identity (e.g., orientation),
potential (e.g., a child’s probability of success in
life), such that it contradicts with stakeholder and
societal values, including human rights?

sexual

No

OUTPUT

Will the output from the algorithm presented in
such a way that is understandable to its audience?

The team will be working to ensure it is
understandable to its audience

Is the output presented to the stakeholders in a way

It will be important for Telecom Namibia to

Transparency
that allows them to understand how/why the|lknow how the system produces a particular
system has produced the specific output? Is itjoutput when the output is surprising.
important for them to understand this?
Will the output from the algorithm translated from(It will be important to have the translation
a probability score to a categorization (e.g., 90%|of the probability to categorization
probability of being X is presented as being X)? Islappropriate for the use case and
the translation of the probability to categorization|trustworthy
appropriate for the use case and trustworthy?

Trust

Will the technology and its output have the
potential to lead to a destructive cycle of
behaviours or operations (e.g., reinforcing gender
bias of those who are the primary source of input
data)?

There will be periodic supervision and
monitoring of the design process.
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If someone were to take the outputs from the
system and generalise it to other use cases, is it
reasonable to foresee problematic interpretations
or increase in distrust among stakeholders?

There is a possibility that could happen. Any
bias that will be perpetuated by the
algorithm may be wrongly interpreted as
facts.

Accountability

Who will be responsible for acting on the output,
and does this stakeholder group have ways to
remedy or override erroneous or questionable
output?

Telecom Namibia will be responsible for
using the output appropriately. Will have to
design a way for Telecom Namibia to
handle erroneous recommendations

Is there a communicated and unobstructed means
for different stakeholder groups to raise an alarm
on possibly dangerous usage of the technology?

No

For cases where sensitive findings arise from the
outcome, is there a clear means for different
stakeholder groups to deal with the potentially

uncomfortable truths (burden of knowledge)?

No

What are the implications of false positives? What
are the implications of false negatives? Are the
appropriate decision makers aware of the balancing
of risks between the two?

Yes, false positives can have severe impacts
on any initiatives that will be undertaken to
address churn since that would increase
the cost of retaining a customer. For e.g if
the model assigns as someone to be more
likely to churn but is not the case then the
organization would essentially be spending
money trying to retain customers that were
never really at risk of leaving the company
because of the false positive predictions of
high risk. On the other hand, false negatives
can cost the company more than false
positives. In this case, the model predicts
churning,
customers actually will churn. The company

customers as not while
will therefore lose profits by making them
leave without doing any action for them

not to churn.

Autonomy/
Consent

Is the output connected to another process or
technology without human intervention being
necessary? If so, are the risks from worst case
scenarios minimal and acceptable?

No, it will not

Will the technology be designed to replace or assist
human decisions? If it is meant to replace them, is
it meant to support the overall function of the
stakeholders whose decisions are being replaced?

Yes, it will be designed to assist human
decisions and techniques from HCI will be
used.

Fairness

Will the primary users of the technology be aware
of the potential biases that may have contributed
to the output?

We will work towards that

Will the stakeholders who are subjected to the
technology be given a means of remedy?

We will work towards that

Will the output produce the same result for all
users? Does it lead to unfairness or discrimination?

There will be some supervision and

reviewing to ensure that the output yields

the same results for all users.
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Will the output lead to fair distribution of wealth,
opportunity, or other positive outcomes?

There will be some supervision and
reviewing to ensure that the output leads
to positive outcomes.

Human Rights

Will the technology suppress or protect
fundamental human rights, such as right to life,
liberty, security, freedom of movement and of

We will follow international standards
focused on technology to ensure that they
are currently being developed as an IEEE

expression, among others? Ethically Aligned Design. (IEEE, 2019)

4. CUSTOMER SERVICE SURVEY

To test the hypothesis that is based on user experience, which is: One of the reasons why
customers churn is because of poor customer service (Retention Science, 2019), we carried out
a customer service survey. The survey was conducted online using google forms and shared
among Namibians, about 25 participants took part. We present our findings below:

— About 80% of the participants agree that they value staff at the call center/customer
service are friendly and helpful

— About 68% of the participants agree that they value staff who provide them with good
feedback and solutions to any issues/problems they might encounter with the
products/services.

— About 68% of the participants agree that they value more products/services that fully
meet their needs.

— About 64% of the participants agree that they value more products/services that are
innovative.

— About 52% of the participants agree that they value more products/services are better
compared to competitors' products/services (quality)

— About 44% of the participants agree that they value more the pricing of
Products/services is reasonable.

Overall to sum up everything, the survey indeed revealed that customers value good customer
service and should they be at the receiving end of poor service, they would most likely churn.

5. CONCLUSIONS AND FUTURE WORK

The increase in providing Ethical considerations in Big Data has become a concern and the values
are also indicated in the ACM Principles for Algorithmic Transparency and Accountability (ACM,
2017). This paper introduced the application of VSD in telecom customer churn models
construction. We have identified the direct and indirect stakeholders of Telecom Namibia and
identified the associated human values. VSD has proven to be a promising approach in
promoting ethical considerations in Big Data applications.

Our future work for this study is to clearly outline in detail how we applied VSD through the
design process of the Telecom Namibia Churn Model. We will be researching and analyzing any
laws or norms around the chosen values and we will define the design requirements. Another
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step will be to consider how we will verify/evaluate whether the designed model embodies the
chosen human values.
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ABSTRACT

The potential impact that blockchain technologies might have in our society makes it paramount
to consider human values during their design and development. Though the blockchain
community has been moved from the beginning by a set of values that are favored by the
underlying technologies, it is necessary to explore how these values play among the diverse set
of stakeholders and the potential conflicts that might arise. The final aim is to motivate the
establishment of a set of guidelines that make blockchains better support human values, despite
the initial bias these technologies might impose.

KEYWORDS: blockchain, smart contract, human values, value sensitive design.

1. INTRODUCTION

Blockchains have their roots in Bitcoin. After many attempts to create digital money, Nakamoto
(2008) made a revolutionary proposal that resulted in the first cryptocurrency. The main
breakthrough was that Bitcoin was completely decentralized, not requiring a central control
responsible for keeping track of who owned every Bitcoin and, thus, putting too much power on
it.

This is attained by implementing a distributed ledger, where all nodes participating in running
the blockchain hold a copy of the ledger with all the Bitcoin transactions to date. This way, all
blockchain nodes are responsible for controlling that no-one cheats, which is discouraged with
an incentives system for those behaving properly, called mining rewards.

Second generation blockchains, like Ethereum (Buterin, 2014), move things one step further to
create distributed ledgers that are not just capable of keeping track of currency payments, but
also the transactions and current state of a shared computer. This shared computer is in fact
replicated and run in every blockchain node to guarantee that it produces the same
computations for everyone.

In this case, there are also application developers that can program this shared computer
contributing pieces of code called smart contracts. They are contracts in the sense that it can be
trusted that their code will execute as programmed. For instance, it is possible to develop an
escrow payment application that does not require a trusted third party. There is guaranteed that
the corresponding smart contract will make the payment if the escrow conditions are met.
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Overall, the blockchain has the potential to change the ways that people and organizations trust
each other, establishing a shared and tamper-proof registry of events that aims to be
decentralized and neutral. This means a potential shiftin money, law and government that those
traditionally intermediating might perceive as a menace. Thinking even longer term, developing
your own blockchain-based application you are not just making another application, it might
evolve into a new form of society where humans and even machines can autonomously interact.
For instance, self-driving cars that get paid and use the income to pay their energy consumption
or repairs.

2. OBJECTIVES

To date, the core values that inspired blockchains design have been decentralization,
transparency and neutrality. However, these values and intentions cannot be guaranteed just
by the technical infrastructure alone and must be considered for each application built on top
of existing blockchains. A decentralized computer network does not guarantee decentralized
power, transparency does not guarantee legibility and finally, code and cryptography do not
guarantee neutrality. Finally, it is important to assure that the use of blockchain technologies
does not go against other values that, though no favored by the technology, should not be
limited by them. For instance, transparency versus privacy.

Consequently, considering the big bias towards some specific human values, and against others
conflicting, plus the enormous impact that blockchain technologies might have on our society
(Tapscott & Tapscott, 2018), it is paramount to consider human values throughout the design
process of blockchains and blockchain applications.

The objective of this work is to start exploring the application of Value Sensitive Design (VSD) as
a way to ensure that human values are taken into account in these cases (Friedman & Hendry,
2019; Spiekermann, 2015). VSD builds on an iterative methodology that integrates conceptual,
empirical, and technical investigations, which can be aligned with the development processes of
information systems.

3. BLOCKCHAIN STAKEHOLDERS

Following VSD, conceptual investigations first identify the direct and indirect stakeholders
affected by the considered technology. In the case of blockchain, we have made a literature
review (e.g. the report by GetSmarter (2018) or the study by Nanayakkara et al. (2019) and
compiled a list of stakeholders. Most of them are targeted and direct (as indicated next):

— Miners (direct): run nodes looking for rewards for those that do not try to cheat. The
way of proving their commitment might involve a costly task (proof of work) or require
the deposit of an economic amount as a guarantee (proof of stake), among other
approaches.

— Core Developers (direct): create and define the evolution of the blockchains they are
involved in by contributing to its codebase. For instance, they can change the rewards
that miners receive or the costs of transactions that users should satisfy.

— Entrepreneurs (direct): create applications on top of blockchains that benefit from its
features, especially the trust mechanisms. Trust makes it possible to develop smart
contracts, pieces of code that, once deployed, guarantee their execution. These
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applications usually employ incentives like cryptocurrencies or tokens, which might also
have economic value.

— Investors (direct): buy cryptocurrencies and other tokens as an investment. They try to
forecast the success of the associated blockchain or application, which might increase
their demand and consequently their value.

— Users (direct): employ blockchains to make cryptocurrency transactions or to use
applications developed on top of blockchains, which might also include direct or indirect
economic transactions but also other kinds of uses as registering agreements or voting.

— Exchanges (direct): provide mechanisms to convert fiat currencies to the
cryptocurrencies they have listed. Most of them are centralized and require that users
move their holdings to accounts in the exchange. More recently and thanks to smart
contracts, decentralized exchanges have also become available.

— Key personalities and celebrities (indirect): are people that have influence in a
particular blockchain community, or its associate cryptocurrency. This includes
outstanding developers like the creators of some blockchains or celebrities from media
that advocate in favor of particular cryptocurrencies or blockchain applications
(Business Insider, 2019).

— Regulators (indirect): are different kinds of organizations, public and private, that
survey or regulate different kinds of economic and social systems which might be
impacted by blockchain technologies. Examples of such organizations are those
regulating financial systems, energy or taxes at different levels of granularity, from local
to international level.

Finally, it is also possible to identify non-targeted stakeholders. Technologies are not always
used in ways that the designers intended. Non-targeted stakeholders include those who might
use the system for unplanned or malicious purposes. In this case, the most relevant ones are
malicious hackers trying to steal assets managed using blockchain technologies, specially
cryptocurrencies. Another kind of non-targeted stakeholder also very relevant and with high
impact in the evolution of blockchain technologies are those using them for money laundering,
including not just individuals but also organizations, for instance countries trying to circumvent
trade restrictions.

4. BENEFITS, HARMS AND VALUES

Continuing with the VSD approach, we analyze the benefits and harms for the targeted
stakeholders and then map them to the corresponding values using a deductive approach:
human welfare, ownership and property, privacy, universal usability, trust, autonomy, informed
consent, accountability or environmental sustainability (Friedman et al., 2013). The output of
stakeholders analysis plus the identified benefits, harms and values are listed in Table 1.
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Table 1 Mapping Blockchain Stakeholders' Benefits and Harms to Values.

Stakeholder

Benefits

Harms

Values

Miners
(direct)

- Economic rewards.

- Participating in the
decentralization movement.

- Enjoying additional privacy by
interacting with the blockchain
through an own node.

- Changes in rewards or costs (like
electricity) might make mining not
profitable.

- Entry barriers, and risk of losing
opportunities to earn rewards, due
to the increasing investments
required in computational
resources or staked value because
the chance of earning rewards is
proportional to the commitment.
- Environmental impact of mining
when it is based on the intensive
use of computational resources

- Human Welfare
- Ownership and
property

- Privacy

- Trust

- Autonomy

- Accountability
- Environmental
Sustainability

Core Developers
(direct)

- Participating in the
decentralization movement.
- Public acknowledgement
from the developer
community, usually
blockchains are open source
projects to facilitate
accountability and trust

- Influencing the evolution of
the blockchain or
cryptocurrency ecosystem.

- Risk of losing the interest of
miners or users that might
abandon a blockchain and make it
useless

- Pressures from other
stakeholders (including exchanges
or key personalities and
celebrities)

- Human Welfare
- Ownership and
property

- Trust

- Autonomy

- Accountability

Entrepreneurs - Participating in the - High costs and risks of developing|- Human Welfare
(direct) decentralization movement. |projects on top of a nascent - Ownership and
- Economic rewards from technology with a lot of property
investors, including token uncertainties - Universal
offerings, or from users - Complex technology imposes usability
through utility tokens. high entry barriers to potential - Trust
users - Autonomy
- Accountability
Investors - Participating in the - Higher risks than other more - Human Welfare
(direct) decentralization movement, |mature markets, including legal |- Ownership and
operating outside traditional |voids and potential scams property
and more restricted - Autonomy
investment ecosystems
- Investment returns are
usually higher than other more
mature markets.
Users - Participating in the - Additional complexities - Human Welfare
(direct) decentralization movement. [introduced by an immature - Ownership and
- Economic incentives derived [technology might produce property
from cryptocurrencies and economic harms - Privacy
tokens earned as a reward for |- Risk of losing collected rewards if | Trust
contributing to the application [the economic volatility associated |- Autonomy
being used. with the blockchain ecosystem - Accountability
makes them less valuable - Informed
Consent
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Exchanges
(direct)

- Economic profit from
transaction fees.

- Influencing the evolution of
the cryptocurrency ecosystem,
for instance choosing the
currencies to be listed in the
exchange.

- Potential to reach a more
diverse user base and reduced
costs of operation

- Higher risks than other more
mature markets, including legal
voids and potential scams

- Accumulation of value makes
them very attractive to malicious
hackers

- Ownership and
property

- Trust

- Autonomy

- Accountability

Key personalities
and celebrities
(indirect)

- Participating in the
decentralization movement.
- Participation in investments
and other economic rewards
related to cryptocurrencies
and tokens.

- Higher risks than other more
mature markets

- Potential popularity harms due to|
legal or other kinds of issues
associated to the blockchain or
application being supported

- Human Welfare
- Ownership and
property

Regulators,
financial systems,

- Alternative mechanisms to
regulate through incentives

- Lack of control and enforcement
measures over blockchain actors,

- Human Welfare
- Ownership and

energy, etc. - Costs reductions pseudo-anonymous or outside property
(indirect) - Facilitate the availability of  [jurisdiction - Accountability
banking and financial services |- Higher risks than other more
mature markets, volatility
- Legal uncertainties
5. CASE STUDY

Following the previous analysis of Benefits, Harms and Values, we have studied a particular
blockchain application based on smart contracts. The application is conveniently called EthicHub
and geared towards becoming an ethical bridge of inclusion, as described in Figure 1.

Users can make investments that go directly, without intermediaries, straight to the involved
farmers in developing countries, where access to credit to finance their farming activities is
unavailable or at unaffordable rates. In many cases, these communities are not even banked.

The contributions support their farming activities, as detailed in the platform, and allow their
funding with a fair interest rate. There are EthicHub local nodes, persons that are in direct
contact with the farming communities. They help communities define projects looking for
funding, converting contributions made using blockchain assets into local currency, contacting
direct buyers to guarantee purchase before the harvest to ensure farmers can repay the loans
and, finally, returning the invested quantity including a 15% annual interest rate plus a 8% that
goes to the platform and the local node.

The stakeholders in this particular case are:

Entrepreneurs: they include all the EthicHub staff running the platform, which gets 4%
of the investments, plus the local nodes, which also get another 4%. The values into play
in this case are mainly Human Welfare, especially regarding wealth redistribution, plus
Ownership and property.

Investors: these are the users willing to invest in farming projects and looking for a 15%
annual interest on the invested quantity, starting from just 20€. For investors the most
relevant values are also Human Welfare plus Ownership and property, though they can
also appreciate the Privacy that blockchain technologies provide them.
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Users: the farmers looking for funding for they farming projects at a very competitive
interest rate compared to local options. In most cases, farmers are unbanked and cannot
apply to commercial banks loans. Consequently, compared to the local alternatives that
farmers have that can be of a 20% interest rate but monthly, it is a very convenient
option that allow them to look for bigger and much longer-term project. For farmers,
the target values are Human Welfare and Ownership and property. However, in this
case, Autonomy is also very important.

Regulators: this category of stakeholders includes the entities participating in the
markets where the farmers operate, especially buyers of their harvest. Additionally,
other entities like the local financial system should be also considered as EthicHub can
be perceived as a competitor on the longer term. Finally, there are also the entities
responsible for collecting taxes for the investors using EthicHub. As for other kinds of
investments, it is likely that they will be willing to collect the corresponding taxes on the
returns. This might impose the biggest value tension between the Privacy that investors
through blockchain technologies and the Accountability requested by the regulators
involved in this case. Currently, there is little regulation to this can of investments that
occur outside traditional channels. On the longer term, is seems evident that EthicHub
will need to provide mechanism to regulators to collect investments data while
maintaining investors Privacy to the maximum extent possible, which in any case should
not enable taxes evasion.

Figure 1. How does EthicHub Work?
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6. CONCLUSIONS AND FUTURE WORK

The previous study of stakeholders and values following the VSD approach highlights potential
conflicts like accountability vs. privacy or trust vs. environmental sustainability. These are trade-
offs among competing values in the design, implementation, and use of blockchain-based
systems. For instance, blockchain technologies due to their immutability imply serious risks for
privacy. From a VSD perspective, this issue is addressed during the whole blockchain application
development process so it implements measures than ensure user privacy. For instance, store
personal data on chain once encrypted or just a hash of it.

Remains future work to conduct further empirical investigations that help clarify the outcomes
of different blockchains and applications regarding the identified values by exploring the
corresponding white papers. The final target is to be able to characterize the properties and
underlying mechanisms of blockchain technologies to generate a set of recommendations that
make them and applications build on top of them better support human values, despite the
initial bias the technology might impose.
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ABSTRACT

A promising pathway towards an ethically aligned design of technology is to consider human
values such as “privacy” and “autonomy” in the design process. Value-oriented approaches have
inspired the development of several unique methods for identifying stakeholders, values, and
design requirements. However, none of these methods focus solely on the representation of
values and the communication of value knowledge. In this paper, we outline a methodology that
is inspired by techniques from the semantic web community. Based on a case study, we
demonstrate how building an ontology can be used to represent and visualize value knowledge.
The underlying empirical data comes from a sample of students who applied Value-based
Engineering to elicit and analyse values for a telemedicine communication system. In spite of
the specifics of this case study, the techniques for representing and communicating the resulting
value data are compatible with any value-oriented approach. Furthermore, they support quality
criteria that are essential when dealing with values both in research and design. The formal
representation of value knowledge in form of semantic data ensures a high level of detail while
respecting context-specificity. The underlying ontology helps to represent key concepts and
their relations and supports the transparency of data analysis, including the initial coding of the
value-related data. The resulting knowledge base can be shared with stakeholders and
researchers, supporting the joint evolution of value-oriented approaches and technology.

KEYWORDS: values, design, engineering, ontology, knowledge base, semantic web.

1. INTRODUCTION

Since the advent of the internet, the variety of devices and applications has kept increasing.
Information technology helps us to structure and organize our everyday life, but also shapes our
work and social lives. Traditionally designed technological products have been optimized mainly
for functionality, ignoring that functionality also depends on non-functional characteristics
(Chung & do Prado Leite, 2009). Ignoring high-level non-functional characteristics during the
design process can lead to harmful effects with ethical implications, such as information
distortion in the form of search engine manipulations (Epstein & Robertson, 2015), filter bubbles
(Pariser, 2011), and algorithm biases (O’Neil, 2016). Consequences often play out at the societal
level, as in the example of social media’s impact on democracy (Cadwalladr, 2017), but there are
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also physiological effects for individuals, which can be observed in the form of symptoms of
stress and depression (Barley, Meyerson, & Grodal, 2011). Technology is a mediator for biases
and human values, it moulds its use context and changes the perceptions and actions of people
to the point where it creates new practices and forms of living (Verbeek, 2008). In this view,
negative or positive effects do not emerge as a result of technology use, but are triggered by the
affordances inherent in technological artefacts, systems, and infrastructures (van den Hoven,
2017).

For this reason, designers, researchers and engineers need to address the potential effects and
consequences of a technology throughout its design and development process. This is especially
important, as many engineers are willing to go beyond traditional functional requirements but
do not have the necessary time or autonomy to implement them (Bednar, Spiekermann, &
Langheinrich, 2019; Spiekermann, Korunovska, & Langheinrich, 2018). This situation might
change if the consideration of values is incorporated into the design and development process
of technologies as for instance Value-based Engineering requires developers to take the
necessary time to think about values (Spiekermann & Winkler, 2020). A promising pathway
towards an ethically aligned design of technology is to consider human values such as

o u V{4

“wellbeing”, “privacy”, “security”, and “autonomy”.

Considering human values during system development minimizes biases by making the system
more accessible to a greater diversity of users, leads to more desirable software, and increases
the likeliness of new technology to be adopted (Friedman & Nissenbaum, 1996; Isomursu,
Ervasti, Kinnula, & Isomursu, 2011; Spiekermann, 2016). While there is a diverse landscape of
value-oriented approaches and methods (e.g. Friedman & Hendry, 2019; Spiekermann, 2016), a
common framework that focuses on their commonalities is still missing. However, a common
way to represent value knowledge (e.g. in form of lists or networks) could lead to a better
understanding of value knowledge gained in a value-orient project and make it easier to share
this knowledge among team members as well as across different value paradigms. Ideally, such
a framework would support quality criteria such as transparency and preserve context-
specificity, e.g. by including information on the technology under investigation or the affected
stakeholders. Considering challenges of value-oriented design processes such as keeping a high
level of detail when representing original data throughout the design process, such a framework
could benefit the further development of value-oriented approaches. Improving the capability
to maintain quality criteria could even increase the recognition of value-oriented design outside
academia (Detweiler & Harbers, 2014; Miller, Friedman, Jancke, & Gill, 2007).

To the best of our knowledge, there is no method that focuses solely on the representation and
communication of values independent from the underlying theoretical background (e.g. the
definition of values) or the specific method used (e.g. for eliciting values). In this paper, we
propose that ontology-building and the development of a knowledge base, techniques from the
semantic web community, can step in here. In the following, we take a closer look at the
challenges of value-oriented design processes. Then, we explore the different phases that a
value-oriented project would need to run through to develop an ontology and build a knowledge
base that can be shared with project members and other researchers. We present and discuss a
case study on a telemedicine communication system to illustrate these steps and discuss
benefits and future potentials of this method. While the case study dataset resulted from the
elicitation and analysis of values in accordance with Value-based Engineering, the proposed
methodology for value representation and communication is compatible with any value-
oriented approach.
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2. CHALLENGES OF VALUE-ORIENTED APPROACHES TO TECHNOLOGY DESIGN

The most prominent approach for considering human values during technology development is
called Value Sensitive Design (VSD; Friedman & Nissenbaum 1996, Friedman et al. 2006,
Friedman & Hendry, 2019). VSD was first conceptualized twenty-four years ago and has
advanced ever since. In their recent book, Friedman and Hendry (2019) present unique methods
that have been applied as part of the VSD’s iterative tripartite methodology, i.e. for 1)
conceptual, 2) empirical, and 3) technical investigations. The 17 methods cover value elicitation,
value analysis, value source or stakeholder identification as well as various other purposes.
Value-based Engineering (Spiekermann, 2016; Spiekermann & Winkler, 2020) has developed
from the same motivations as VSD, but proposes a different methodology. In this approach,
three different ethical theories (utilitarianism, virtue ethics and deontology) are applied in the
value elicitation phase to identify values that are ethically salient for a specific product and
context. It then conceptualizes these values and concretizes them in a technical analysis that is
either iterative or risk-assessment based. Both value-oriented approaches share core ideas, such
as the integration of direct and indirect stakeholders into the design and development process,
the appreciation of values to go beyond functionality, the envisioning of long-term effects, and
the consideration of context. At the same time, they also differ in some respects, for example,
in how they understand values.

The concept of values is generally difficult to define. In psychology, values are considered to
represent desirable behaviours, end states or transitional goals, and the source of a person’s
self-esteem (Pereira & Baranauskas, 2015; Schwartz, 1994; Verplanken & Holland, 2002). In this
view, the relative importance of values depends on the person’s culture, socioeconomic status,
and practical context (Verplanken & Holland, 2002). The VSD community commonly refers to
values as “what a person or group of people consider important in life” (Friedman, Kahn Jr., et
al., 2006) with a focus on morality and ethics (Friedman & Hendry, 2019). Value-based
Engineering, on the other hand, builds on the philosophical understanding of values developed
by Material Ethics of Value (Hartmann, 1932; Scheler, 1913-1916/1973), which understands
values as ought-to-be principles that should generally guide behaviour. Several scholars in
different theoretical contexts have come up with lists of values to support an exemplary
understanding of the concept of values (e.g. Friedman, Kahn, Borning, & Huldtgren, 2013;
Winkler & Spiekermann, 2019). While value lists can provide a helpful resource for incorporating
ethical considerations into technology design, but the cultural and subjective variety of values
challenge the completeness of any such list. Also, a list does not provide a solution for the
selection of the most relevant values that need to be taken into account for a certain technology
and its specific context. Therefore, the acknowledgement of the context-specificity of values has
formed a key characteristic of value-oriented projects, which usually start with the identification
of values for a specific technology and its context.

While the different methodological and theoretical value frameworks might lead to the
identification of similar values for a specific technology, they still influence how relevant values
are selected. Thus, the underlying understanding of the concept of values as well as criteria for
the elicitation and selection of values need to be made transparent. A transparent process also
helps to avoid known challenges in qualitative research, including confirmation biases, culture
biases and other cognitive biases (Kahneman, Slovic, & Tversky, 1982; Plous, 1993), which can
endanger the validity, reliability and value consciousness of value-oriented projects. Especially
since the roles of the designer, value prioritizer, interpreter, reporter and conflict solver are
often subsumed in one person, keeping track of the value analysis process is important to avoid
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a power discrepancy among the actual affected stakeholders and those working on the data
(Borning & Muller, 2012). This power discrepancy in combination with a lack of transparency
could lead to resistance from managers, engineers, and designers involved in the development
of the technological product and thus to a failure of the whole value-oriented project. This, in
turn, requires an extremely careful treatment of value data and detailed documentation to
ensure transparency.

Human values need to be discussed in detail to explore different contexts, interpretations and
nuances (Steen & van de Poel, 2012). Building on rich and versatile value knowledge also helps
in communicating values (Pommeranz, Detweiler, Wiggers, & Jonker, 2012) and most
importantly in understanding their true meaning. For example, considering “freedom from
harms” as a general definition of “security” does not provide enough information on what
specifications or requirements a product needs to fulfil. Security could refer to the protection of
private data using encryption as well as to the protection of a private estate using video
surveillance. This necessary level of detail for (context) information poses another challenge for
the representation and communication of values during the development of a technical product.

Rich coding manuals have been developed to preserve context-specific information throughout
the analyses (e.g. Friedman, Kahn, Hagman, Severson, & Gill, 2006; Hendry, Abokhodair, Kinsley,
& Woelfer, 2017). Such a diligent data analysis procedure is essential, but a value-oriented
design project that focuses on the integration of stakeholder perspectives ideally supports
transparency throughout the whole design process. This is already time-intensive work for small
scale projects and becomes more and more difficult to sustain in larger value-oriented projects.
In large-scale projects, the amount of generated value content coming from numerous
stakeholders and potentially numerous methods can be enormous. Additionally, the content
needs to be updated and extended constantly due to the iterative nature of value-oriented
design processes, through which new insights are continuously analysed and validated with
stakeholders. These dynamics make it difficult to apply value-oriented design in large industry
projects, where high-quality technology development can only be achieved through a
transparent and traceable product design and development process. In summary, value-
oriented approaches face several challenges. First, there are various ways to define values and
related concepts, leading to potentially different selection criteria across individuals and teams.
Second, the aim to represent different stakeholder perspectives puts a lot of responsibility onto
those involved in the selection and analysis of original value data, which can lead to biases and
problematic power discrepancies. Third, values are always bound to specific contexts, and this
context-specificity needs to be preserved in every step of analysis. Fourth, the consideration of
multiple stakeholder perspectives and the iterative nature of value-oriented approaches
requires constant extension of value knowledge, leading to enormous and volatile datasets,
which form the basis for representing and communicating values and associated value
knowledge. In a recent case study (Spiekermann-Hoff, Winkler, & Bednar, 2019), we have
encountered the challenges enlisted above. This inspired us to look for a solution, which we
believe can be found in building ontologies and knowledge bases. After introducing the case
study, we present a methodology that allows to define value concepts, fill them with rich
datasets, and track changes throughout the design process.

260 Mario Arias-Oliva, Jorge Pelegrin-Borondo, Kiyoshi Murata, Ana Maria Lara Palma (Eds.)



ONTOLOGIES AND KNOWLEDGE BASES: A NEW WAY TO REPRESENT AND COMMUNICATE VALUES IN
TECHNOLOGY DESIGN

3. ANEW WAY OF REPRESENTING AND COMMUNICATING VALUES

For a representation of gathered value knowledge that is independent from the underlying
theoretical understanding of values and specific methods of e.g. value elicitation, we borrow
techniques from the semantic web community. The semantic web is an extension of the current
web that aims at converting unstructured and semi-structured information into information of
which the underlying semantics are expressed in a formal machine-understandable way (W3C,
2014).

Within the vision of the semantic web, ontologies play a key role in providing formally defined
terms for describing resources in an unambiguous manner. The term ontology describes a form
of semantic knowledge representation (Ehrlinger & W6RB, 2016). An ontology is an explicit
description of concepts (or classes) and their properties within an area of interest. In our case,
the area of interest comprises human values for a specific technology context and their relations
among each other as well as with the stakeholders. Ontologies can be used flexibly to define
concepts and relations, but also allow the definition of constraints (e.g. a value being relevant
only for the affected stakeholders is a constraint). Once an ontology is “filled” with individual
instances (i.e. specific values for a specific technology context), a knowledge base is formed (Noy
& McGuinness, 2001). The information contained in the knowledge base can be visually
represented with graphs, which connect single concepts (or nodes).

Expressing the semantics of value knowledge is necessary in order to preserve the connections
and avoid the shortcomings of descriptive data analysis. The Resource Description Framework
(RDF) is a domain-independent data model that expresses information with a specific
vocabulary, for instance as a RDF Schema (RDFS; Antoniou et al. 2012). The smallest entity in the
RDF is an RDF statement, also referred to as semantic triple (W3C, 2014) as it consists of three
elements: the subject, the object and the predicate. An RDF statement expresses a relation
between the subject and the object and the predicate represents the nature of their
relationship. The property denotes the relationship between the subject and the object (W3C,
2014). Representing knowledge with RDF statements supports the reuse and expansion of
knowledge (Antoniou et al., 2012).

3.1. Case study: A telemedicine communication system

Our case study is based on an idea for a telemedicine communication system, which was
analysed in accordance with Value-based Engineering (for a detailed description of the case
study, see Spiekermann-Hoff, Winkler, & Bednar, 2019). This online communication system
connects patients to a general practitioner (GP) who first records patients’ medical history and
symptoms and then refers them to a specialized doctor who was recommended by other
doctors. Several values can immediately be identified with the envisioned beneficial effects of
this IT product, e.g. “health”. However, the underlying recommendation system and the
telecommunication system also raise ethical issues, especially as they are used in a medical
context. Consider, for example, the underlying motivation of recommendations among doctors
(who might know each other) and the fact that a digital platform does not allow physical
interaction, which could influence the GP’s decision and undermine values such as “fairness”
and “accuracy”. Because of these important ethical implications, the envisioned system fits
perfectly as a case study for a value-oriented project.

Societal Challenges in the Smart Society 261



6. Meeting Societal Challenges in Intelligent Communities Through Value Sensitive Design

The value elicitation was conducted by 35 students (age: M = 24.56, SD = 2.61, 38.2% female, 14
different nationalities) that formed teams of two. 13 participants were female (38.2%) and 21
male (61.8%; 1 missing value). All participants were students at the Vienna University of
Economics and Business. Value-related data was gathered following the Value-based
Engineering approach (Spiekermann, 2016; Spiekermann & Winkler, 2020), which deploys three
ethical theories to elicit values: consequentialism, virtue ethics, and deontology. Once
participants had identified relevant values, they were asked to come up with design ideas to
further foster beneficial value effects and to avoid negative effects.

3.2.Building an ontology for value representation

For building an ontology for Value-based Engineering, we followed steps and guidance provided
by Noy and McGuinness (2001). Figure 1 shows a visualisation of the resulting ontology with the
most important terms and their relations.

Figure 1. Exemplified ontology for Value-based Engineering.
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As a first step, we determined that the main domain of this ontology is the representation of
value knowledge for Value-based Engineering. This scope definition has several consequences
for deciding on appropriate terms (step 2) and defining classes and class hierarchies (step 3).

In step 2, we accumulated appropriate terminology from the Value-based Engineering literature
(Spiekermann-Hoff et al., 2019; Spiekermann, 2016; Spiekermann & Winkler, 2020), literature
on material value-ethics (Hartmann, 1932; Scheler, 1913-1916/1973) and value lists (Winkler &
Spiekermann, 2019). This resulted in numerous important terms, including core value, value
quality, indirect stakeholder, direct stakeholder, affects, appreciates, or system characteristics.
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For the third step, we mainly used a top-down approach, by first defining the most general
concepts (or classes) and then further defining them with sub-concepts (or sub-classes). These
classes need to be able to describe subjects and objects in an unambiguous manner (Ye et al.,
2015), which is a challenge as many terms from step 2 are inherently ambiguous. For instance,
according to material value-ethics, a single value can be at the same time a core value and a
value quality. The value “security”, for example, can be a value on its own, but also a value
quality of the value “privacy”. We solved this by allowing the attribution of both classes for one
value, i.e. “security” can be defined as a value quality and as a value. In our ontology we used
core value, stakeholder, and value disposition as main classes and value quality, indirect
stakeholder, direct stakeholder, system characteristicc and organizational measure as
subclasses.

The fourth step in ontology development is the definition of class relations and class properties.
Class relations are described in the Value-based Engineering literature with terms such as
affects, shapes, defines, carries, appreciates and translates into. Class properties in a design case
could be, for instance, the degree of availability, social background, mean age, gender, or degree
of importance for a certain stakeholder. Such information is not included in the illustrated
example, but can easily be added. The same goes for the type definition of a property, which
forms the fifth step. For example, mean age would be defined as a number here.

The last step, creating instances by a) choosing a class, b) creating an individual instance of that
class and b) filling in the type definition, was achieved during coding. Building the underlying
ontology helps to make assumptions about the data explicit and can guide the qualitative
analysis of the original value data. Ontology development is necessarily an iterative process,
which means that a more detailed differentiation of classes, their relation and properties can be
achieved when the ontology is filled with specific instances.

3.3.Formulating instances and RDF statements

We prepared all value-related data for the formulation of machine-readable RDF statements or
triples, which fill the structure of the ontology, i.e. the defined classes, relations, and properties,
with specific instances. Figure 2 visualises the value “health” and related instances for the
predefined ontology.

For formulating RDF statements, the data resulting from the value elicitation phase had to be
divided into the defined classes (e.g. core values or stakeholders). This process equals the coding
of qualitative data in any research project, as we summarized all value-related ideas, checked
their logical structure and named them adequately. To produce RDF statements, we put the
coded data into a subject — predicate (relation) — object structure. First, we developed coding
rules and formulated examples, as it is standard when developing a coding manual. As a second
step, a subset of the original dataset was coded and transformed into RDF statements by two
independent coders. We found an inter-coder agreement of 80%, including triples that were
completely identical and triples that represented the same entities with a slightly differing
wording (example: coder 1: “Leaked doctor information”, coder 2: “Information of doctor is
leaked”). Afterwards, the coding manual was improved and the whole dataset was coded by
coder 1. Coder 2 analysed the resulting semantic triples and checked their logical structure.
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Figure 2. Exemplified instances related to “health” for the telemedicine case study.
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The resulting RDF statements can be combined into a value knowledge base, which represents
the original value-related data following the structure of the predefined ontology. This
knowledge base maintains the relations suggested in the original data, but can be formulated in

a machine-readable way, providing the basis for further design steps. Triples can also be
visualized as connected graphs, consisting of nodes (representing subjects and objects) and arcs
(representing the predicate; W3C 2014). Additionally, node (or class) properties can be displayed
visually. The open-source software developed for network exploration and manipulation
“Gephi” (Bastian, Heymann, & Jacomy, 2009) allows an initial visualization and exploration of
these graphs and includes and an adequate spatial visualization through its included
“ForceAtlas2” layout algorithm (Jacomy, Venturini, Heymann, & Bastian, 2014). The visual
representation is especially powerful, as it makes the most frequent concepts and relations
immediately apparent through the relative size of the nodes and the thickness of the arches. An
interactive platform that facilitates such visualisations would be an especially powerful
contribution to an effective communication among teams and stakeholders.

4. DISCUSSION

The benefits of ontology-building and the development of knowledge bases come from the
representation of data in machine-readable form, which supports a structured representation
of concepts and their relation. Even for large-scale value-oriented projects, this methodology
can offer a common framework for creating high-quality value knowledge. It also facilitates the
communication of such knowledge among stakeholders, teams, and across different
approaches. The methodology inspired by techniques from the semantic web community offers
ways to deal with several challenges in value-oriented design projects.

First, different ways of defining key concepts such as values and stakeholders can lead to
different selection criteria across individuals, teams, and methods. Building ontologies helps to
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share information, analyse and reuse knowledge, and to make assumptions explicit (Noy &
McGuinness, 2001). A common knowledge base supports the sharing of gained value knowledge
in specific projects (as in our telemedicine case study) while making it possible for every
approach to maintain and express its own theoretical foundation (e.g. defining value qualities
related to core values). Thus, it allows the representation and communication of values
independent from the underlying theoretical background and specific methods used. This
supports that value-oriented projects build upon and learn from previous projects more easily.
Ontologies can also help to make relations between key concepts explicit (e.g. value qualities
are carried by the technological system) and thus support the coding of original value-related
data (e.g. by defining value qualities and core values). From an engineering perspective, formally
defined terms and classes can make the fuzzy concept of values more tangible, which might
encourage a wider adoption of value-oriented approaches.

Second, the aim to represent different stakeholder perspectives puts a lot of responsibility onto
those involved in the selection and analysis of original value data. The presented methodology
supports transparency of this process by providing detailed information (e.g. by indicating the
stakeholders for whom a value quality is important). Representing value knowledge in a formal
way also makes it easier to track changes, e.g. when introducing a category in the coding
process, and does so in a machine-readable form, which can be queried, visually represented,
and explored by stakeholders. Enabling transparency and the exploration of existing value
knowledge by any stakeholder can help to decrease power discrepancies (Borning & Muller,
2012) and potential biases (Kahneman et al., 1982; Plous, 1993). Still, researcher values should
always be made explicit and considered during the design process (Steen & van de Poel, 2012).

Third, human values are bound to specific contexts, and need to be discussed in detail to explore
different contexts, interpretations and nuances (Steen & van de Poel, 2012). This context-
specificity needs to be maintained in every step of analysis. The methodology we propose
produces coded data that is semantically coherent, that is, represents the underlying logical
structure in the form of semantic triples (e.g. when expressing that patients — appreciate — high
quality medical service). An initially specified set of rules for the formulation of semantic triples
supports the completeness of value data and secures important information such as the context
of meaning.

Fourth, the consideration of multiple stakeholder perspectives, the iterative nature of value-
oriented approaches, and the context-specificity of values leads to enormous datasets that need
to be updated constantly. This is especially challenging for large-scale projects. Drawing
definitions from a sound theoretical background and following a pre-defined set of rules already
form the basics of good research practices in social sciences. But with increasing complexity of
a dataset, it becomes more and more difficult to keep track of changes. The machine-readable
form of RDF statements supports the digital handling of data and could thus provide a solution
here. Building ontologies and knowledge bases could be especially beneficial to the handling of
date in large-scale value-oriented projects and increase the recognition of value-oriented
approaches outside of academia.

This paper wants to offer an inspirational starting point for making value knowledge explicit,
transparent, and accessible to all stakeholders. As this paper presents only first experiences in
utilizing semantic web techniques for value-oriented data analysis, the results we present for
the case study are only rudimentary. We also acknowledge that methods that produce less
structured data might be more difficult to translate into semantic triples. Still, we hope to inspire
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future value-oriented projects to build more elaborate ontologies and thus to improve the
sharing of knowledge among stakeholders, teams, and different approaches. Future work in this
area could also explore new ways of value knowledge discovery, e.g. by including query
functions, filter mechanisms, interactive visualisation or developing value knowledge patterns,
counting triples, nodes, and relations (Presutti et al., 2011).

5. CONCLUSION

In this paper, we show that ontology-building and the development of a knowledge base,
methods from the semantic web community, facilitate the representation and communication
of values independent from the underlying theoretical framework and the specific method used
to acquire value data. At the same time, the proposed methodology supports essential quality
criteria for value-oriented projects. The formal representation of value knowledge in form of
semantic triples ensures a high level of detail while respecting the context-specificity of any
information. The underlying ontology helps to represent key concepts and their relations and
supports the transparency of data analysis, including the initial coding of the value-related data.
Furthermore, the resulting knowledge base can be shared with stakeholders and researchers,
supporting the joint evolution of value-oriented approaches and technology. The case study of
a telemedicine communication system shows the steps that a value-oriented project would need
to run through to develop an ontology, which can be extended it into a knowledge base to be
shared among stakeholders, teams, and across different approaches. Future value-oriented
projects could apply this methodology to jointly build an extensive value knowledge base and
experiment with more advanced applications such as data query and interactive visualisations.
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ABSTRACT

In this paper we investigate the human value of hope in the self-management systems used by
the patients with diabetes to manage their chronic health conditions. We use value sensitive
design (VSD) framework to uncover the value instances revealed in our interviews with patients
with diabetes. The value instances identified in the interview transcript map to components of
hope theory: goal, agency, and pathways. We recommend technology features that allow
patients with diabetes to achieve their goals in life while managing their chronic conditions.

KEYWORDS: Value Sensitive Design, Hope, Self-management, Healthcare, Diabetes, Agency,
Pathways.

“Hope” is the thing with feathers -
That perches in the soul -
And sings the tune without the words -

And never stops - at all -

I’'ve heard it in the chillest land -
And on the strangest Sea -
Yet - never - in Extremity,

It asked a crumb - of me.

- Emily Dickinson

1. INTRODUCTION

As information and communication technologies (ICTs) advance, their uses and applications
become more diverse and complex. These complex technologies are designed and used by
humans and therefore, need a human-centric approach. The human-centric ICTs in the
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healthcare context play a major role in improving patients’ lives (Bardhan, Chen, & Karahanna,
2017). These ICTs should be sensitive to the values of the patients (Dadgar & Joshi, 2018).

The value sensitive design (VSD) framework has proven to be an effective tool in identifying and
explaining the human values of technology users and their development and change over time
(Friedman, Howe, & Felten, 2002). In this paper we investigate the value of hope in the patients
with diabetes. Specifically, we identify the instances of the value of hope for the patients with
diabetes and recommend technology features that could support them.

2. HOPE AND SELF-MANAGEMENT

Hope in the theory of hope is defined as the perceived capability to derive pathways to desired
goals, and motivate oneself via agency thinking to use those pathways (Snyder, 2000). Setting
and attainment of goals are central in how the construct of hope is conceptualized by Snyder.
People have higher hope when they believe their goals are attainable. Pathways to desired goals
are necessary for hopeful thoughts. People who can realize and pursue pathways toward their
desired goals stay hopeful over time. The sense of agency in achieving their goals through
purposeful pathways motivates and empowers patients. The agency and pathway components
of hope are distinct but entangled. At difficult times when people face barriers towards their
goals, the strong sense of agency enables them to tackle the barriers. Positive and negative
emotions are the result of the perceived success in achieving goals. Perceived success in
achieving goals creates positive emotions in people and perceived failure triggers negative
emotions.

We investigate how these components of hope theory can be supported using ICTs. We use VSD
to identify value instances of hope for the patients with diabetes who use mobile app to self-
manage their chronic conditions. The value instances identified in the interviews bridge the
support needed from hope interventions implicated in technology features (see Table 1).

3. METHOD

We have used VSD to develop interview strategies and criteria that will reveal the values of the
patients with diabetes (Friedman & Hendry, 2019). We interviewed 20 patients with diabetes.
In the first meeting, patients were introduced to a mobile app that they could use to manage
their diabetes, its symptoms, and life style changes. After the first meeting, patients used the
mobile app to manage their diabetes for one week. In the second meeting, patients were
interviewed about their experience with the diabetes mobile app and their needs and concerns.
Interviews were transcribed and analyzed based on VSD to identify value instances that map to
the hope components. Next we make recommendations that how technology can support these
values instances and hope components necessary to create and maintain hope in the patients
with chronic diseases and conditions.

4. RESULTS AND DISCUSSION

Hope instances identified and extracted from interviews with patients with diabetes illustrate
how this value manifests in different variations in patients’ lives. These value instances could be
supported effectively by technology features. The hope components with one example of value
instance and technology features are provided in Table 1.
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Table 1. An instance of the value of hope extracted from interview data, hope
components mapped to the value instance, and technology features that can support this

value instance and hope components.

Value Instances

Hope components

Technology features

“1 felt upset [when | knew |
diagnosed with prediabetes] because all
my life | had done the right things. | had
exercised, | had eaten right and even
when | had to stop exercising | still ate
right and so | was very disappointed. |
was angry at my muscle disease and |
was upset, | almost started crying
because | was just ... One more thing
that has gone wrong with my health
because of my other disease, so yeah, |
was upset. | at first told the doctor that

was

| didn’t want to take anything. | was
mad. | didn’t want to do this because it
was admitting that | had diabetes or

Goal: healthy life style

Agency: lack of agency
reflected in negative
emotions — “l was very
disappointed”, “lI almost
started crying”, “l was
upset”, “I was mad”.

Pathway: exercise and
eating right - “l had

exercised, | had eaten right
and even when | had to stop

Digital coaches
intelligent technology-based

services that simulate human

are

coaches and reinforce
patients on their pathways
toward goals and enhance
patients’ agency by providing
motivational messages,
techniques, and resources in

real time.

pre-diabetes or whatever.” exercising | still ate right”

In Table 1 an example of a value instance mapped to hope components with support of
technology features is provided to illustrate how value-sensitive technologies support goal-
oriented agency and pathways in patients with diabetes. A patient diagnosed with diabetes
expressing and describing negatives emotions indicates an underlying issues with patient’s
agency and available pathways. The available pathways towards a healthy life style for this
patient have not been effective in achieving her goals to live a healthy life style. The ineffective
pathways undermine patients’ feeling of agency. The patient questions her abilities in achieving
goals and develops negative emotions of being upset and mad. Digital coaches enhance patients’
agency by motivating patients along the way in pursuit of their goals. An empowered patient
with higher agency can tackle barriers and negative emotions in achieving goals. Digital coaches
designed in the diabetes mobile app provide guidance, resources, and emotional support. The
real time and on-demand access to digital coaches increases patients’ motivations in achieving
their goals by reinforcing and reaffirming patients’ thoughts towards their goals.

5. CONCLUSION

In this work in progress study we being to explore the role of ICTs in supporting and enhancing
patients’ hope to self-manage their diabetic chronic conditions. We use VSD to design interview
strategies and questions for patients with diabetes to identify their needs and desires to use a
diabetes mobile app and self-manage their chronic conditions. We use hope theory components
of agency, pathways, and goal to translate value instances of hope into supportive technology
features.

This study provides guidance and recommendations for the healthcare providers and system
developers to assist patients with diabetes self-manage their chronic conditions. The paper
instantiates value of hope in the context of ICT-enabled self-management of diabetes and
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illustrates how system developers can design and develop technology features and healthcare
providers to use those technology features to enhance the feeling of agency in the patients and
provide effective pathways towards their goals.
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ABSTRACT

LGBTIQ+ older adults (Lesbian-Gay-Bisexual-Transgender-Intersex-Queer+others) are an under-
researched community experiencing high rates of loneliness. The value sensitive design and use
of social care robots provides an innovative advance toward equity for older LGBTIQ+ adults at
risk of loneliness. Focusing on the LGBTIQ+ older adult and social care robot case study, values
in motion design and value sensing robots are presented as solutions to the missing account of
good care in value sensitive design. This constructivist study found that LGBTIQ+ connectivity
and community, social connectedness, and no special attention in care are identified as key
instrumental values for the older LGBTIQ+ community regarding social care robots.

KEYWORDS: Healthcare robotics, community, LGBTIQ+ ageing, value sensitive design.

1. INTRODUCTION

Value sensitive design (VSD) is a popular method for investigating stakeholder values and
designing systems to account for those values (Friedman & Hendry, 2019). Recent VSD works
(e.g., Jacobs & Huldtgren, 2018; Manders-Huits, 2011), attempt to move the methodology
towards normative ethics, aiming to establish a standardised design decision framework to
create technologies. In contrast, VSD pioneers were careful not to suggest that values are either
entirely normative nor descriptive. Each value is conceptualised within its respective field and no
list of values is comprehensive (Friedman & Hendry, 2019).

Similarly, good care practice is neither entirely normative nor descriptive. What each person and
community needs and values in care matters (Abma, Molewijk, & Widdershoven, 2009).
Descriptive principles of care hold instrumental value for individuals, and they should be
considered in VSD. At the same time, there are normative principles in care expressed through
applied ethics that are intrinsically good and valuable, including safety and wellbeing, as
identified by duty of care, professional ethics, and law (Teipel et al., 2016).

Social care robots (SCRs) play a role in social support or care by enabling, assisting in, or replacing
social interactions. For good robot-delivered care, SCRs need to ensure both normative intrinsic
values and descriptive instrumental values found in real care practices. Moreover, just as good
care is determinative in practice (Beauchamp, 2004), SCRs must account for changing and
emerging values in care. Value sensing robots (i.e., robots which attempt to learn user values
and adapt behaviour to suit those values) may work towards this using the VSD-adapted design
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approach values in motion design (VMD) (Poulsen & Burmeister, 2019; Poulsen, Burmeister, &
Kreps, 2018).

The purpose of the study presented here is to put the concepts of value sensing robots, as well
as VMD, into practice with a particular community with its own set of values and value
interpretations. The older LGBTIQ+ community was selected for this purpose given that they are
under-researched (Fredriksen-Goldsen, Kim, Barkan, Muraco, & Hoy-Ellis, 2013) and
experiencing high rates of loneliness (Fredriksen-Goldsen, 2016; Hughes, 2016) which might be
alleviated with SCRs. Additionally, highlighting under-surveyed LGBTIQ+ older population values
alerts potential discriminatory implications of robots, which do not consider vulnerable,
marginalized, silent aging populations (Poulsen, Fosch-Villaronga & Sgraa, 2020). LGBTIQ+ older
adults were interviewed to create knowledge about the older LGBTIQ+ community’s values. At
the same time, the literature was used to conceptualize the normative goods in this care
context. With this information, exemplary LGBTIQ-friendly SCRs were designed. The pilot data
of this study are presented here. Care with robots has been discussed in the engineering,
philosophical, and design literature, but little of that discussion has so far addressed good care.
It is here that this article makes its contribution.

The following sections review the literature, beginning with value sensitive design. Then the
broader context of this pilot study is described, after which comes the methodology employed
in this study. Next, the findings are presented and discussed, followed by a description of
potential further studies.

2. LITERATURE REVIEW
2.1. Value sensitive design

Technology is not value neutral (Friedman & Hendry, 2019; Legassick & Harding, 2017);
technologies and systems have an impact on stakeholder values. While ‘value’ typically refers to
the economic worth of an object, in recent VSD theory, values are described as “what is
important to people in their lives, with a focus on ethics and morality” (Friedman & Hendry,
2019, p. 24). One popular method to account for stakeholder values in technology design is VSD
which aims to promote positive value impacts by design (Friedman & Hendry, 2019). In the
literature, VSD has been widely applied to the design of information systems (IS) (Friedman &
Hendry, 2019; Manders-Huits, 2011; van Wynsberghe, 2016).

Umbrello and De Bellis (2018) explain that VSD is a unique design approach because it is
proactive in such a way that it encourages predicting emerging values and realizing solutions in
designs. Another advantage of VSD is that it invites a multidisciplinary approach to better
address the diverse complexities of design with the involvement of philosophers, ethicists, social
scientists, behavioural scientists, computer scientists, and designers (Friedman & Hendry, 2019).
VSD realises values and incorporates them into design via its tripartite methodology consisting
of conceptual, empirical, and technical investigations.

Friedman and Hendry (2019) elaborate on the three VSD investigations as follows. Conceptual
investigations define the IS users and other stakeholders, identify the values of all stakeholders
who interact with the IS, and conceptually examine how those values are positively and
negatively impacted by the IS design. An empirical investigation aims to create further
knowledge about those values concerning the IS, through empirical means. Finally, the technical
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investigation involves designing a new IS to support the values of users as they have been
understood empirically, or it involves analysing how users interact with an existing IS.

Manders-Huits (2011) suggests that VSD is too descriptive in its conceptualisation of values and
that value trade-off decisions in VSD need to be grounded in normative ethical theory. Similarly,
Jacobs and Huldtgren (2018) argue that for VSD practitioners to be able to legitimize value trade-
offs during the design process, their approach should to be grounded in ethical theory. This trend
contrasts with the traditional approach to VSD which holds the plurality of values, i.e. values are
neither entirely normative nor descriptive.

2.2. Good care

Given the continued use of VSD in the healthcare IS space (Maathuis, Niezen, Buitenweg,
Bongers, & van Nieuwenhuizen, 2019; Schoenhofer, van Wynsberghe, & Boykin, 2019), concern
for the provision of good care emerges. As VSD studies continue to move in the direction of
normative ethics and values, the importance of descriptive ethics and values in good care is not
being accounted for in the realisation of healthcare technologies created using VSD.

Like values, good care practice is neither entirely normative nor descriptive. What each person
and community wants in care matters, that is, care is also person-centred (Lloyd, 2005; Tronto,
1993), culturally competent (Farber, 2019; Purnell & Fenkl, 2019), and determinative in practice
(Beauchamp, 2004) or concrete situations (Abma et al., 2009). Descriptive goods expressed by
individuals and groups hold instrumental value in good care practice, and they should be
considered in VSD. At the same time, there are normative principles in care expressed through
applied ethics that are intrinsically good and valuable, including safety and wellbeing, as
identified by duty of care, professional ethics and codes, and healthcare law. Not only are some
normative principles required by professional standards and law, but they are reasoned to be
valuable in applied ethics in healthcare. This dichotomy of care values (i.e., the need to ensure
normative intrinsic values and descriptive instrumental values at the same time) is not
represented in the recent VSD literature which attempts to move the methodology to a
normative grounding, thus missing the essence of VSD, as well as missing what matters in good
care.

One of the greatest influences on an individual’s values is each person’s cultural background
(Burmeister, 2013; Huang, Teo, Sanchez-Prieto, Garcia-Pefialvo, & Olmos-Miguelafiez, 2019;
Sunny, Patrick, & Rob, 2019). Thus, values should be examined through a culturally sensitive
lens. In good human-delivered care, understanding what individuals instrumentally value in care
requires an emphasis on cultural competence (Farber, 2019; Purnell & Fenkl, 2019), person-
centred care (Kamrul, Malin, & Ramsden, 2014; Santana et al., 2018), and context (Abma et al.,
2009; Beauchamp, 2004). If healthcare technologies, such as care robots, are to provide good
care they also need to, in part, demonstrate these key competencies by design and in-situ.

2.3. Care robots

Globally, there is a need for healthcare IS intervention in aged care due to the growing number
of older adults and lack of caregivers in this sector (Burmeister, 2016; Burmeister & Kreps, 2018;
Draper & Sorell, 2017; Garner, Powell, & Carr, 2016). In the 2019 Revision of the World
Population Prospects, the United Nations (2019) predict that the global population will continue
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to grow older throughout the century. The data suggests that in 2050 the worldwide percentage
of persons aged 65+ will reach 15.9%, up from 8.2% in 2015 and 9.3% in 2020 (United Nations,
2019). Furthermore, the United Nations (2019) shows that life expectancy at birth is continuing
to rise. In 2015 the life expectancy at birth was 70.9 (years old), rising to 72.3 in 2020, and
continuing upward to 76.8 by 2050.

Compounding the problem is the decreasing amount of caregiver support internationally. Poor
government funding, high job requirements, and low pay has created a lack of uptake in aged
caregiver jobs internationally, including in the United Kingdom (The Lancet, 2014), the United
States (Flaherty & Bartels, 2019), and Australia (Cope, Jones, & Hendricks, 2016). Health
Workforce Australia (2012) predict that there will be a shortage of 100,000 nurses across all
Australian healthcare by 2025. The scarcity of aged caregivers impacts older adults residing in
remote and rural areas of Australia especially (Ervin, Reid, Moran, Opie, & Haines, 2019).

Care robots present an opportunity to supplement the shortage of caregivers and assist the
growing older population (Miyachi, Iga, & Furuhata, 2017; van Wynsberghe, 2013; Wright,
2018). The International Organization for Standardization, in ISO 13482:2014, define a personal
care robot, as a service robot (one which is programmable, autonomous, and performs useful
tasks for humans or equipment excluding industrial automation applications) that performs
actions contributing directly towards improvement in the quality of life of humans, excluding
medical applications (ISO, 2014). In aged care, robots are taking on functional roles as physical
assistants (Niemela & Melkas, 2019), personal service assistants (Martinez-Martin & del Pobil,
2018), physical rehabilitators (Fosch-Villaronga & Ozcan, 2019), and health monitors (Michaud
et al., 2007).

Social care robots are being made useful in valuable roles such as social support or
companionship (Birks, Bodak, Barlas, Harwood, & Pether, 2016), emotional support with
affective communication (Khosla, Chu, Kachouie, Yamada, & Yamaguchi, 2012), and social
connection with telepresence systems (Moyle, Jones, & Sung, 2020). Informed by existing
definitions of robots (ISO, 2012), personal care robots (ISO, 2014), and assistive social robots
(Kachouie, Sedighadeli, Khosla, & Chu, 2014), the novel definition of a SCR is as follows:

A robot which operates in a caring role to assist in care, enable self-care, or replace a
caregiver; interacts with care recipients on some sociable dimension, intentional or not;
performs actions contributing directly towards improvement in the quality of social life
of care recipients and fostering human-human connection; is programmable and has a
degree of autonomy for moving within (or reacting too) its environment when
performing useful tasks for humans (both caregivers and care recipients) without human
operation.

On the role of SCRs in alleviating loneliness in aged care, several studies show the effectiveness
of care robots in a social role. In a recent review, three studies show that SCRs, as companions
for older adults, reduced experiences of loneliness (Abdi, Al-Hindawi, Ng, & Vizcaychipi, 2018).
Another study in New Zealand reported that Paro, the companion robot, significantly decreased
loneliness among older adults in a nursing home (Robinson, Macdonald, Kerse, & Broadbent,
2013). A different study used telepresence as a long-term tool to alleviate the sense of loneliness
experienced by older adults (Cesta, Cortellessa, Orlandini, & Tiberio, 2016). The authors
concluded that the psychosocial impact on the quality of life and loneliness was positive. Video-
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conferencing technologies have shown to alleviate loneliness experienced by older adults in
other studies (Tsai & Tsai, 2011; Tsai, Tsai, Wang, Chang, & Chu, 2010).

Broadly, across aged care, studies show that care robots are helping to improve emotional state,
reduce challenging behaviours, and improve social interactions (Birks et al., 2016); engage
elderly in social activities and break down intergeneration technology barriers, (Khosla et al.,
2012); improve quality of life (Broadbent, Jayawardena, Kerse, Stafford, & Macdonald, 2011);
improve wellbeing (Kachouie et al., 2014); reduce caregiver workload and promote self-care,
positive emotions, engagement, relationships, and meaning achievement (Kachouie et al.,
2014); and successfully mediate conversation (Birks et al., 2016).

No other study has addressed the need to balance and concurrently respect intrinsic and
instrumental values in the design and operation of care robots; this study does so with a
particular case study — LGBTIQ+ older adults.

2.4. The older LGBTIQ+ community case study

LGBTIQ+ older adults experience higher rates of loneliness compared to the general older adult
population within Australia (Hughes, 2016) and internationally (Fredriksen-Goldsen, 2016). In a
study consisting of 312 LGBTIQ+ older adults, Hughes (2016) found that the social isolation of
this population directly contributes to the high rates of loneliness reported.

As an alternative to current social supports for alleviating loneliness in the LGBTIQ+ aged care
space, such as outreach services? 2 and LGBTIQ-friendly aged care facilities® 4, this study
explores the use of SCRs. However, before SCRs can be realised a VSD investigation is required.
The healthcare needs and values of the older LGBTIQ+ community are under-surveyed
(Fredriksen-Goldsen et al., 2013) and their values concerning technology are unexplored
entirely. Thus, a VSD investigation is needed to discover this community’s values otherwise the
descriptive, instrumentally valuable side of good care would be overlooked in SCR design.

Each community has a value framework, consisting of particular value priorities, orientations,
and interpretations (Burchum, 2002; Crawley, Marshall, Lo, & Koenig, 2002); the older LGBTIQ+
community is no different (Waling & Roffee, 2017). Tenenbaum (2011) describes the older
LGBTIQ+ community as one with unique values, concerns, needs, and critical and experiential
interests in aged care. In the search for cultural sensitivity, many LGBTIQ+ older adults seek out
services which are LGBTIQ-friendly and healthcare professionals who are sensitive to their needs
and values (Jann, Edmiston, & Ehrenfeld, 2015). The difficulty of finding a doctor who is
competent in, and sensitive to, LGBTIQ+ needs and values leads to this group being “significantly
more likely to delay or avoid necessary medical care compared with heterosexuals” (29% versus
17%, respectively) (Khalili, Leung, & Diamant, 2015). On the values of LGBTIQ+ older adults, the
value of family is often interpreted as a chosen family consisting of close friends, rather than
relatives (Cannon, Shukla, & Vanderbilt, 2017). Furthermore, intersex older adults define the
value of non-judgemental care concerning their intersex status as it impacts their physical,

! See http://www.switchboard.org.au/out-about/
2 See http://www.umbrellacommunitycare.com.au/services/at-home-care/community-visitor-scheme/
3 See https://arcare.com.au/qld-aged-care/parkwood-aged-care/

4 See https://www.lintonestate.com.au/vision-linton-estate/
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hormonal, or genetic differences (Latham & Barrett, 2015). This knowledge should translate into
SCR design and behaviour in-situ.

To perform the VSD investigation, an innovative VSD approach - values in motion design - was
developed to account for good care with value sensing robots.

2.5. Values in motion design

VMD was realised to address the limitations with value sensing robots (Poulsen & Burmeister,
2019). It accounts for the pluralistic and evolving nature of values through the design of value
sensing robots which make explicit value-driven decisions to govern actions. These decisions are
shaped to the values of the user in-situ, when it is safe to do so, and only within a framework of
intrinsic values implicitly embedded into the design. As a starting point in VMD, designers aim
to develop a basic care robot framework based on intrinsic values found in applied ethics.
Thereafter, designers attempt to capture instrumental, community-based values and develop a
set of initial robotic behaviours to respect those instrumental values. A value-driven decision-
making process should be implemented to allow the care robot to adapt to the values of the
user and shape these initial behaviours to the instrumental values of the user during run-time
to provide person-centred care.

To be capable of good care, care robots must uphold both applied ethics and descriptive ethics.
VMD was developed to aid HRI practitioners in realising care robots capable of good care. The
principles of VMD are as follows:

A distinction should be made between intrinsic and instrumental care values. This
distinction is grounded in applied ethics (e.g., values emerging from professional ethics
and codes, healthcare law, robot design standards, and duty of care) and descriptive
ethics (e.g., values emerging from determinative in practice, person-centred, culturally
competent care), respectively. Care robots must be ethically designed and ethically
minded; designers should only make intrinsic value decisions, and value sensing robots
are to make instrumental value decisions in relationship with the user.

Following VMD, one performs the VSD investigations, but additionally distinguishes between
intrinsic and instrumental care values by examining applied and descriptive ethics. Thereafter,
the intrinsic values should to be embedded in the care robot design and the instrumental values
should to be realised as dynamic robot actions and programmed into the robot for it to decide
what actions are right for each user in-situ using the principle of value sensing.

3. METHODOLOGY

To test VMD, an interpretivist, constructivist pilot study was conducted with five LGBTIQ+ older
adults (three gay men, one gay gender-fluid person, and one lesbian non-binary person).
Through semi-structured interviews, participants were questioned about the LGBTIQ+
experience of ageing, aged care, social isolation, and loneliness, as well as the older LGBTIQ+
community’s values. These interviews were transcribed and analysed using content analysis.
Ethics approval from the university and from participating LGBTIQ+ organisations, from which
participants were recruited for this and the larger study, was obtained. This pilot study is a part
of a larger project.
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4. FINDINGS

Using content analysis, the values of LGBTIQ+ older adults interviewed were derived (see Figure
1). Figure 1 shows how LGBTIQ+ older adults prioritise values, illustrating the number of persons
who cited a value and the number of times a value was referenced during all the interviews.
LGBTIQ+ connectivity and community, social connectedness, and no special attention in care
were frequently mentioned by all participants, suggesting that these are important values.
Whereas safety, diverse friendships and community, and love and attention were cited less
frequently and by fewer participants.

Table 1 shows examples of how LGBTIQ+ older adults interpret values compared to the
literature. Several participants noted the value of appreciating difference, suggesting a key
interpretation of inclusivity which appreciates difference rather than simply includes different
people and views. Freedom of expression was conceptualised by all participants as LGBTIQ+
openness, indicating the importance of free expression of LGBTIQ+ pride (e.g., slang, symbols,
and events) in the wider community.

Figure 1. The older LGBTIQ+ community’s values found in five pilot study interviews. Only
those values which were referenced by three or more persons have been included.

Safety —3 7

Diverse friendships & community T 10
Love & attention  ie— 11
Special attention in care 3 21
Respect for LGBTIQ+ disposition _4
Obligation to others & animals 3 18
Wider community engagement 4 20
Animal companionship 3 25
LGBTIQ+ openness > 28
Appreciating difference 2 29
No special attention in care > a1
Social connectedness > 57
LGBTIQ+ connectivity & community 2 58
0 10 20 30 40 50 60
Number of persons who referenced value B Number of times value referenced during interview
Table 1. Exemplary pilot study values compared to values found in the literature.
LGBTIQ+ older adult value interpretations Equivalent values found in the literature
Appreciating difference Inclusivity
LGBTIQ+ connectivity & community Community
Diverse friendships & community Cultural diversity
LGBTIQ+ openness Freedom of expression
No special attention in care Equality
Obligation to others & animals Being needed
Special attention in care Equity
Respect for LGBTIQ+ disposition Respect
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5. DISCUSSION

The values identified in this study can be used to configure an initial framework of instrumental,
community-based values for value sensing SCRs intended for the older LGBTIQ+ community.
Thereafter, using adaptive functions, the SCR can reprioritise those values and learn new ones
in-situ with the user to provide person-centred care. To explain value sensing adaptive functions,
by analogy, consider the current care robot Elli-Q°> which examines an image, recognises the
objects in an image, and provides a verbal translation of what is featured in the image. Value
sensing could examine, recognise, and translate user values in a similar way.

For example, an LGBTIQ+ older adult who uses an SCR is sitting with another person, but they
are no longer conversing. The SCR should to be able to understand what user values are being
impacted. Is the user desiring social connectedness, but they have exhausted conversation
topics? Are the user and the other person struggling to socially connect due to cultural
differences? Does the user enjoy the silence and feel adequately socially connected?

Knowing what user values are being impacted, and why, helps the SCR hone its delivery of care.
If the SCR understands that running out of conversation negatively impacts the value of social
connectedness, then it will be able to support the user to better exercise this value in the future.
For instance, the SCR could suggest conversation topics. However, even with this social support,
perhaps the LGBTIQ+ older adult is still not feeling socially connected (e.g., giving short answers
or often looking away) because the SCR is suggesting conversation topics which are not relatable
for the LGBTIQ+ older adult (e.g., family or children). Arising from the results shown in Table 1,
observing that LGBTIQ+ older adults interpret respect as respect for LGBTIQ+ disposition, the
SCR is negatively impacting this value. A value sensing robot should understand the values and
value interpretations of different communities and individuals to provide person-centred care.

Figure 2. Designing SCR components with the older LGBTIQ+ community’s value interpretations in
mind, each working to ensure the normative intrinsic value social connectedness.

Diverse friendships &

LGBTIQ+ connectivity & community

community Connecting LGBTIQ+
older adults to others
throughout the world. or to
LGBTIQ+ persons from
different generations.
through an online
messaging platform

Building an online social
network of LGBTIQ+ older
adults connected through
video conferencing robots

LGBTIQ+ openness
Attempting to educate
uninformed persons on the
LGBTIQ+ ageing
experience

Appreciating difference

Learning and respecting
preferred pronouns

Social connectedness

5> See https://elliq.com/
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Figure 2 further demonstrates how social connectedness might be achieved with the value
interpretations of LGBTIQ+ older adults in mind. In run-time, value sensing robots could shift
these values to better suit the values of individual LGBTIQ+ older adults. For instance, consider
avideo conferencing robot which plays a role in social care by hosting video calls across an online
LGBTIQ+ social network. If the user does not utilise the existing functions designed to ensure
LGBTIQ+ connectivity and community, then it might instead shift this value (and subsequent
behaviours) to schedule cafe meetups with other local LGBTIQ+ older adults connected to the
online social network.

6. CONCLUSION

The older LGBTIQ+ community hold key instrumental values regarding SCRs, including LGBTIQ+
connectivity and community, social connectedness, and no special attention in care. Value
sensing SCRs need to adapt to the values of LGBTIQ+ older adults in a person-centred care mode
to help overcome the loneliness that is presently widespread in this community. With adaptive
functionality, SCRs can be designed to make dynamic, value-driven decisions in-situ to customise
the level of care down to the person-centred level within duty of care limits.
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ABSTRACT

A promising pathway towards increasing the recognition of value-oriented approaches outside
of academia is to facilitate their integration into state-of-the-art agile development processes.
This paper provides an overview on the similarities between value-oriented approaches and
agile development processes. To facilitate an integration into agile development, light-weight
value prioritization methods are needed. Several approaches to value prioritization are
presented and insights from using a Likert-scale, as a scalable and light-weight method, in the
context of a mobile navigation application are reported. It is the aim of this paper to inspire
more empirical work in this area and to foster discussions about an integration into agile
development processes and about the challenges of prioritizing values.

KEYWORDS: value sensitive design, value-based engineering, agile development, value
prioritization, mobile navigation application.

1. INTRODUCTION

Software is a crucial element of digital technology and has become an integral part of our society
(Andreessen, 2011). However, software is not neutral, but acts as a mediator for human values
and biases, molding its own operational context, which in return shapes human perception and
actions, creates new practices and subsequently ways of living (Verbeek, 2008). Mediation
through software can have negative effects such as biases introduced by algorithms (O’Neill,
2016; Obermeyer & Mullainathan, 2019). This suggests that software developers have the
responsibility to consider human values, potential for biases and ethical concerns during the
development process. The idea to consider instrumental values during technology development,
such as efficiency and reliability, is as old as technology itself (van de Poel, 2015). However, such
instrumental values only represent a fraction of relevant human values. A value list aggregated
by Winkler and Spiekermann (2019) mentions 355 values potentially important for sustainable
technology development. Due to the context-sensitive nature of values (Steen & van de Poel,
2012) even such extensive lists can never be complete. This raises the question on how to choose
and prioritize values during a value-oriented project.

Value sensitive Design (VSD) provides a framework for the integration of values with ethical
importance into technology design (Friedman, Kahn, Borning, & Huldtgren, 2013; van de Poel,
2015). To achieve successful integration of human values into the design process, VSD employs
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an integrative and iterative tripartite methodology, consisting of conceptual, empirical and
technical investigation (Friedman & Hendry, 2019). All three investigations are interdependent
and inform each other mutually (Manders-Huits, 2011). Since its initial conceptualization, VSD
has inspired several value-oriented approaches such as Values at Play (Flanagan et al. 2005),
Value-oriented and Culturally Informed Approach (Pereira & Baranauskas, 2015), Value-based
Engineering (Spiekermann & Winkler, 2020) and several others. All these subsequent
approaches contribute to a growing body of knowledge on designing technology in accordance
with human values.

Despite these methodological advancements, value-oriented approaches have not found
widespread deployment in industry (Miller, Friedman, Jancke, Gill, 2007). Some scholars
attribute this to a lack of light-weight methods (e.g. compatible with agile development), a
shortage of methods for important tasks (e.g. for prioritizing values) and a lack of consistent
methodological description (Miller et al. 2007; van de Poel, 2015; Burmeister, 2016).
Additionally, the reliance on exhaustive stakeholder identification and participation, one key
feature of value-oriented approaches, is also considered as a major obstacle (Manders-Huits,
2011).

In this paper, | argue for an integration of value-oriented approaches into agile software
development processes to increase value consciousness within industry. As a first step, | point
out similarities between value-oriented approaches and agile development processes and
emphasise the need for value prioritization methods to facilitate an integration. Afterwards, |
will present several potential methods for value prioritization. Finally, | report on results and
insights from applying a light-weight method to value prioritization in the context of mobile
navigation application development.

2. CONSIDERING VALUES DURING AGILE SOFTWARE DEVELOPMENT

The once popular sequential waterfall software development process is based on the
assumption that software requirements can be fully specified upfront and that optimal solutions
are predictable and plannable in advance; design and sub-sequential coding in this case does
not start before a clear set of requirements is defined (Royce 1970). In practice, 4 out of 10
factors for project failure are related to problems with software requirements (Clancy 2014).
The volatility requirements, the inability of users to formulate them upfront and the
impossibility to know all software details in the beginning, are major obstacles for upfront
planning (Mellis, Loebbecke, & Baskerville, 2010; Schmidt, 2016). Changing requirements
emphasize the need for less formal and more flexible processes (Sommerville, 2010).

The iterative (or spiral) model to software development employs several adapted waterfall
phases and adds risk assessment processes and prototyping activities (MacCormack, Verganti,
& lansiti, 2001). While iterative software processes are more flexible, they are still based on the
assumption that software development can be a predictable and upfront plannable process
(Schwaber, 1997). As the source of uncertainties is often outside of the development team’s
control, flexibility and adaptability to new situations is vital for successful software development
(Schmidt 2016). Furthermore, upfront planning becomes nearly impossible as the fast evolution
of technology often leads to the emergence of new practices and required skills during project
realization (Schmidt 2016).
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Agile development can be seen as a counter-reaction to the habit of adding more processes (e.g.
risk management) to improve development, as it tries to avoid heavy-weight processes and
complex documentation (Fowler & Highsmith, 2001; De Lucia & Qusef, 2010). While traditional
approaches advocate extensive planning and codified processes, agile approaches rely on the
development team'’s creativity to deal with unpredictable challenges (Dyba & Dingsgyr, 2008;
Nerur, Mahapatra, & Mangalaraj, 2005). An initial goal of agile development, as stated in the
“Agile Manifest” (Fowler & Highsmith, 2001), was to give developers the autonomy and
flexibility needed to deal with challenges (e.g. changing requirements, uncontrollable
uncertainties, emerging new practices) and to enable high quality software development.
Furthermore, the goal was to strengthen the role of individuals (Fowler & Highsmith, 2001) by
ascending them above being the entourage of a development process. Instead, agile
development focuses on human collaboration during a development project. These goals
produced desired results by increasing software and code quality, improving job satisfaction,
raising productivity and customer satisfaction (Dyba & Dingsgyr, 2008).

2.1. Value-oriented approaches and agile development processes

In agile development, essential requirement engineering activities are mingled together and
performed iteratively throughout the whole development cycle (Paetsch, Eberlein, & Maurer,
2003). Such an iterative and integrative nature is also characteristic for the tripartite
methodology of VSD (Friedman & Hendry, 2019). The general goal of any requirement
engineering activity is to identify stakeholders and elicit, analyse, specify, validate, document
and manage their requirements (Abran, Moore, Bourque, Dupuis, & Tripp, 2004; Sommerville,
2010). Achieving similar goals, the VSD tripartite methodology (conceptual, empirical and
technical investigation) can be considered as a requirement engineering activity for human
values. In VSD, direct and indirect stakeholders are identified and relevant values elicited and
analysed during the conceptual investigation. The empirical investigation further analyses
stakeholder perception, the use context of a system and validates relevant values. The technical
investigation specifies how technology can support certain values, or what values are implicated
by already existing features (Manders-Huits, 2011; Friedman & Hendry, 2019).

Agile development starts with a rough approximation of the final requirements and adds details
during the whole development process (Rees, 2002). In a similar fashion, VSD’s tripartite method
adds details on important values during the whole development project. In general, the
tripartite methodology seems to be a prime candidate for an integration into agile development
processes. Figure 1 exemplifies a potential integration of the tripartite methodology into Scrum,
which is one of the most common agile development processes (Sharma, Hasteer, 2016). In
Scrum, the tripartite methodology can be used for developing and maintaining the product
backlog - or “value backlog” in this case. Additionally, during each sprint the tripartite method
can be used to further specify and understand values and related concepts.

In agile development, requirement-related activities are performed during face-to-face
meetings in collaboration with stakeholders (Ramesh et al. 2010). In contrast to traditional
practices (waterfall or iterative model), the development team and all stakeholders are involved
throughout the whole development process in all relevant requirement engineering activities
(Paetsch et al. 2003; Sillitti & Succi, 2005). Similarly, value-oriented approaches also heavily rely
on stakeholder participation (Manders-Huits, 2011), as human values can best emerge during
active stakeholder interaction (Borning & Muller, 2012). Especially after larger development
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cycles (or “Sprint Execution” in Figure 1), additional requirements are identified by presenting
the working product to stakeholders. Presenting a working product as design prop can facilitate
discussions about human values (Koch, Proynova, Paech, & Wetter, 2013), which could increase
the value consciousness of a project and mitigate drawbacks of using prototypes (Reilly
Dearman, Welsman-Dinelle, & Inkpen, 2005).

Figure 1. Integration of tripartite methodology and value prioritization into scrum.
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In agile development, requirements are considered as being decoupled from each other,
allowing a flexible order of implementation according to their priority (Silliti & Succi, 2005). At
the beginning of each new development cycle, requirements (or values in Figure 1) are sorted
by their priority (Product Backlog), discussed, and chosen for implementation (Sprint Planning
Meeting in Figure 1; Sharma, Hasteer, 2016). It is questionable whether decoupling is suitable
for value-oriented approaches, as treating values independently from each other prevents
resolving value tensions and threatens the delicate balance between values (Friedman &
Hendry, 2019). A solution can be to implement values one after the other according to their
priority and resolving value tensions during the implementation. Another solution can be to use
the conception of values by Value-based Engineering based on material value ethics (Hartmann,
1932; Scheler, 1913-1916/1973). According to Value-based Engineering, values are coming as
value clusters consisting of core values and related value qualities. Value qualities are
instrumental to their specific core value (Spiekermann & Winkler, 2020). For instance, the core
value trust is supported by value qualities such as openness, accountability, privacy and others
(Spiekermann-Hoff, Winkler, & Bednar, 2019). Implementing one value cluster after the other
has the advantage that value tensions and the balance between values is encapsualed within a
cluster. This tension is expressed in the relation between core values (e.g. trust) and related
value qualities (e.g. openness, accountability, privacy). In any case, prioritizing values (or value
cluster) at the beginning of each development cycle (or sprint) using an appropriate light-weight
method is essential for a successful integration of value-oriented approaches into agile
development processes.

2.2.The fall from grace of agile development

While in the beginning agile development lived up to the goal of giving developers the necessary
autonomy and flexibility and increased software and code quality (Dyba & Dingsg@yr, 2008), this
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is not the case anymore in today’s industry practice. The promise of shorter development time
and rapid results resonated highly in industry (Howard, 2002; Savolainen, Kuusela, & Vilavaara,
2010) and on the management floor. Especially the management saw agility as a tool to increase
productivity and time pressure, which lead to an emphasis of the “lean” mentality of agile
development adapted from “lean manufacturing” (Poppendieck and Poppendieck, 2007).
Studies show that developers are willing to go beyond traditional functional requirements but
do not have the necessary time or autonomy to do so (Bednar, Spiekermann, & Langheinrich,
2019; Spiekermann, Korunovska, & Langheinrich, 2018). The aim of agile development to
strengthen the role of individuals and the foster collaboration (Fowler & Highsmith, 2001) has
not become part of today’s industry practice. While stakeholders are supposed to be included
in all development steps, in practice, they are substituted by on-site representatives (Sillitti &
Succi, 2005). In previous software development processes, developers were bound to satisfy a
process, in agile practice they are bound to meet the deadline in time. Value-based Engineering
explicitly acknowledges this industry practice by calling for “a more careful use of agile forms of
system development” (Spiekermann & Winkler, 2020, p. 16) and requiring value-oriented
projects to take the necessary time for value considerations.

In conclusion, due to the iterative and integrative nature of the tripartite method there is the
potential for integrating value-oriented approaches into agile development processes. Such an
integration can be of mutual benefit, as it raises the recognition of value-oriented approaches
outside of academia and increases the success of software products by considering human
values (Spiekermann 2016; van den Hoven, 2017). Furthermore, agile development could gain
back its own original focus on stakeholder collaboration. However, caution seems advisable for
value-oriented approaches as key aspects, such as strong stakeholder participation and value
consciousness, should not be sacrificed.

3. METHODS FOR VALUE PRIORITIZATION

Methods for prioritizing values do not only enable an integration into agile development
processes, but are important for any value-oriented project. For instance, considering all 355
values from a value list (Winker & Spiekermann, 2019) can hardly be achieved by a development
team; the attempt to fulfil this many value obligations could lead to moral overload (van den
Hoven, 2013). None of the unique 17 VSD methods (Friedman & Hendry, 2019) is explicitly
recommended for the task of value prioritization. Potentially, the Value Dams and Flows
methods (Miller et. al. 2007) could achieve a value prioritization by excluding objected design
options (value dams) or including appealing design options (value flows) and thus implicitly
giving priority to related values. The openness of VSD to use the entire range of quantitative and
qualitative methods (Friedman & Hendry, 2019) creates the opportunity to employ standard
social science methods such as laddering interviews, card sorting tasks or any type of ranking or
scaling techniques including Likert-scales. Using a simple Likert-scale sounds especially
promising, as it is a light-weight and scalable method, allowing an afford-less inclusion of many
stakeholders.

While not explicitly mentioned as a unique VSD method, Burmeister (2016) uses his own
approach to value prioritization. The “Burmeister method” focuses on the frequency and
emotional intensity with which values are expressed. To my knowledge, this is the only approach
that directly includes emotional aspects, therefore recognising that emotions are an important
source of moral knowledge, understanding and awareness (Desmet & Roeser, 2015).
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Value-based Engineering uses three complementary ethical investigations to prioritize values
during its ethical exploration phase (Spiekermann & Winkler, 2020). During these investigations,
the development team, the management and ideally all stakeholders are involved in value
prioritization. The first investigation assesses the overlap between core values and the business
model. During the second duty ethical investigation, personal maxims and values that each
prioritizer wants to have as universal law are chosen. Furthermore, values that are not
instrumental have a higher priority and the hierarchy of values from material values ethics
(Hartmann, 1932; Scheler, 1913-1916/1973) is considered. The third investigation requires to
check the values against existing corporate principles, legal frameworks, international human
rights agreements or ethical principles. While recognising practical considerations (e.g. involving
the management, considering business model) is promising, due to the amount of involved
people, the necessary knowledge (e.g. material value ethics, legal frameworks, human rights)
and amount of steps, this cannot be considered as a light-weight method.

In their paper, van de Kaa, Rezaei, Taebi, van de Poel, and Kizhakenath (2020) use a two-step
approach to value prioritization based on expert opinions. First, experts qualitatively validate
values from value lists and create a set of values for each stakeholder group. Secondly, the Best
Worst Method (BWM) suitable for highly complex systems (van de Kaa et al. 2020) was used to
assign weights (best and worst), determining the most important and least important values of
avalue set. The most important and subsequently the least important value is used to rate other
values of a set using numbers between 1 (equally important) and 9 (extremely more important).
Finally, the optimal weight (importance) for each value is derived. While such a type of analysis
has been criticized for practically reducing all values into a single value of utility (van de Kaa et
al. 2020), employing pairwise comparison to reduce the difficulty of the prioritization task seems
reasonable. While the reduction of several values to utility must be seen critically, this step might
make the benefits of value-conscious development graspable for the management and justify
additional development time. Other potential methods for value prioritization that also focus
on the utility are discrete choice analysis and conjoint analysis (Breidert, Hahsler, & Reutterer,
2006).

In summary, there are several methods available to prioritize values during a value-oriented
development project. As the notion of agile development calls for light-weight methods, |
decided to try out a simple Likert-rating scale.

3.1. Using a Likert-rating scale to prioritize values

Based on a value list (Winkler & Spiekermann, 2019), 48 values were identified by the author as
relevant for the development of a mobile navigation application. As part of an online survey
about mobility behaviour in Vienna, these values were presented in random order to
participants. Overall, 264 participants rated values on a Likert-scale ranging from 1 (not
important) to 7 (extremely important). The following question was presented to introduce this
task: “How important do you consider the following attributes for the development of a mobile
navigation app?” Participants were recruited via a university mailing list of the Vienna University
of Economics and Business. Participants mean age is 26.34 years (x 6.77) of which 55.3%
identified themselves as female and 44.7% as male. Of the initial 48 values, eighteen values had
a mean below 4 (neither nor) and therefore were considered as unimportant. Most notably, the
values health, human well-being, dignity and justice, initially considered as important by the
author and considered as high values according to material values ethics, were considered as
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unimportant by the participants. Of the remaining 30 values, five technical values (reliability,
usability, dependability, simplicity and efficiency) were considered as highly important achieving
means higher than 6 (very important). Fifteen values, including privacy, trust, security,
environmental protection and freedom from bias, received a mid-range importance between 6
(very important) and 5 (slightly important). The remaining 10 values achieved a rating between
5 (slightly important) and 4 (neither nor). Comments stated by the participants indicated high-
level frustration and confusion during this rating task. Many participants were not able to see
the connection between a mobile navigation application and for instance values such as health
or human well-being.

These results are devastating for the idea to use the most light-weight and scalable method for
value prioritization. In this case, especially technical values were considered as highly important,
which seriously endangers the human and social value consciousness of a project. Simply letting
stakeholders rate values, can therefore not be an appropriate method for value prioritization.

This bias towards instrumental values might be a sampling effect, caused by the participants’
educational background as economy students. Such a bias could indicate an availability heuristic,
leading people to consider recently discussed information or values (e.g. efficiency) as being
more important than others (Wanke, Schwarz, & Bless, 1995). Implicit association tests assessing
subconscious associations between concepts might be a more appropriate approach for further
research in this direction (Greenwald, McGhee, & Schwartz, 1998). Rating values in an online
setting facilitates fast responses but limits reflection upon the true importance of values. Serious
play methods (Garde & van der Voort, 2016) to prioritize values (e.g. using bricks) could be
another pathway to increase stakeholder reflection. As values are context-sensitive, setting a
generic context (as was done here with the navigation application) could lead to the
prioritization of a particular set of values. These preliminary results show the need for further
empirical research to assess effects of stakeholder groups, used prioritization methods and
established context on stated value priority.

4. CONCLUSION

An integration of value-oriented approaches into agile development processes has the potential
to increase the recognition of value-conscious development outside of academia. Such an
integration must be pursued with caution as stakeholder collaboration, a key feature of value-
oriented approaches, is currently a practice not lived in industry. Furthermore, properly
considering values during software development needs time, which is a scarce resource in the
area of software development. Value prioritization methods can be a pathway towards
successful integration into agile development processes. While light-weight methods would
facilitate an integration, results presented here show that using a Likert-scale is not a suitable
approach to prioritize values. However, there are several other methods, of which some might
be capable of proofing the utility for value consciousness to managers.
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ABSTRACT

We report on an analysis of 27 media opinions concerning Just Not Sorry, a tool intended to
influence word choice when composing email. Designed for and by women in business, Just Not
Sorry persuades users to avoid apologies such as “sorry,” hedge words such as “just,” and
intensifiers such as “very.” Our media analysis explicates differing positions on whether Just Not
Sorry supports gender equality, while confirming the relevance of values such as achievement,
autonomy, privacy, and politeness, and implicating further values of mindfulness and sincerity.
We propose media analysis as a “discount” method for empirical discovery of values and value
tensions.

KEYWORDS: Persuasive technology, values, email, language, gender, feminism.

1. INTRODUCTION

Just Not Sorry is a Gmail plug-in that highlights when the user writes apologies such as “sorry,”
hedge words such as “just,” and intensifiers such as “very” (Def Method, 2019b). Red underlines
appear as if the words had been misspelled. For each underline, a motivational quote appears
as a tooltip. One such quote follows as an example: “Using ‘sorry' frequently undermines your
gravitas and makes you appear unfit for leadership - Sylvia Ann Hewlett.”

In this case study, we consider Just Not Sorry as an example of a persuasive technology—that is,
a technology designed to change attitudes and behaviors (Fogg, 2002). Just Not Sorry came to
our attention through a survey of technologies designed to influence speech and writing
(Twersky & Davis, 2017). When we describe Just Not Sorry to others, it elicits strong and
opposing reactions. Some say, “I need that!” while others say, “I would never use a tool like
that.” Our research question for this case study: What might explain such strong, opposing
reactions?

To address this question, we adopted value sensitive design (Friedman et al., 2006) as our
guiding theory and methodology, intertwining conceptual, technical, and empirical
investigations. In our initial conceptual investigations, we considered direct and indirect
stakeholders and the values implicated by those relationships. In parallel technical
investigations, the authors each installed Just Not Sorry and used it for at least one month. We
examined the source code on GitHub (Def Method, 2019a), as well as the system image
presented in the Chrome Web Store (Def Method, 2019b). To understand the intentions behind
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Just Not Sorry, we read Tami Reiss’s (2015) story of the tool’s conception and design. Finally, to
address our research question, we conducted a content analysis of media opinions about Just
Not Sorry. The main goal of this paper is to report on the findings of that analysis.

In the next section, we present as background our initial conceptual investigations. After refining
our research question, we describe the method and results of the media analysis. We conclude
with a brief discussion of the findings and implications for future value sensitive design studies.

2. PRELIMINARY CONCEPTUAL INVESTIGATIONS
2.1. Stakeholders and values

Just Not Sorry was inspired by a conversation among women in leadership positions about
recent satire exaggerating women’s stereotypical overuse of words such as “just” and “sorry”
(Reiss, 2015). According to Reiss (2015), the group agreed these stereotypes were true: “The
women in these rooms were all softening their speech in situations that called for directness
and leadership. We had all inadvertently fallen prey to a cultural communication pattern that
undermined our ideas.” Reiss proposed a tool to help women change their behavior. In this way,
Just Not Sorry was designed by and for women, to promote the status of women. However, the
description of Just Not Sorry on the Chrome Web Store (Def Method, 2019b) does not mention
gender, and we found masculine as well as feminine names among the authors of public reviews.
Therefore, while gender and thus identity is salient to the design of Just Not Sorry, it is likely that
users (or direct stakeholders) include both women and men.

Just Not Sorry is intended to enhance users’ achievement and social power through its support
for behavior change. From the Chrome Web Store description and our inspection of the tool, we
see that Just Not Sorry respects users’ autonomy in that it suggests changes but does not compel
them. Finally, Just Not Sorry protects users’ privacy in that it leaves no trace of its use when
emails are sent.

Indirect stakeholders include email recipients, colleagues, and feminists. Email recipients may
perceive an email composed in accordance with Just Not Sorry as rude or abrupt, implicating the
value of politeness or courtesy. If Just Not Sorry does indeed promote workplace success,
colleagues who do not use the tool may find their own achievement and social power lessened.
Changes in communication style across a workplace or industry may enhance either
collaboration or competition.

While still more indirect, feminists constitute a large stakeholder group with a substantial
interest in Just Not Sorry. Bucholtz (2014 [1991]) offers the following definition of feminism:

A diverse and sometimes conflicting set of theoretical, methodological, and political
perspectives that have in common a commitment to understanding and challenging social
inequalities related to gender and sexuality.

Hence, considering feminists as a stakeholder group implicates the value of equality with respect
to gender. We refined our research question as follows: Could conflicting perspectives on gender
equality explain strong, opposing reactions to Just Not Sorry? In the next section, we consider
the diversity of feminist perspectives, drawing on Bucholtz (2014 [1991]) as our primary source.
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2.2. Feminist perspectives on language

We find that it is one particular kind of feminism that motivates Just Not Sorry. Reiss (2015)
seeks to enhance women’s positions within existing structures by helping them address a
perceived deficiency in their attitudes and behaviors. This is a textbook example of a liberal
feminist approach: “Given its concern to bring women into men’s spheres, liberal feminism has
generally aimed to eradicate gender inequality by eradicating or at least reducing gender
difference,” efforts that “have sometimes resulted in societal expectations that women must
adapt to male norms” (Bucholtz, 2014 [1991]). Bucholtz goes on to write that Robin Lakoff is the
linguist most associated with liberal feminism. Lakoff’s groundbreaking work, Language and
Woman’s Place (2004 [1975]), describes how a culture that expects women to use “women’s
language,” including hedge words, vacuous modifiers, and superpolite forms, is one means by
which “women are systematically denied access to power.” Lakoff also applies the concept of
the double bind to women’s language: if women adopt the language of power, they are still
denied access to power due to their unfeminine behavior.

Contemporary feminist scholars Gill and Orgad (2017) associate Just Not Sorry with the
movement they call “confidence culture,” in which the persistence of gender inequality is
attributed to individual shortcomings that can be addressed through projects of self-
improvement. Where Bucholtz (2014 [1991]) observes that liberal feminism “is often no longer
recognized as feminism at all,” Gill and Orgad describe confidence culture as a popular,
postfeminist remaking of feminism.

While liberal feminism seeks equality through the reduction of gender differences, cultural
feminism views women’s communication practices as distinctive and of value equal to or greater
than men’s (Bucholtz, 2014 [1991]). Bucholtz cites Deborah Tannen’s work as emblematic of a
cultural feminist approach. Tannen’s work, including bestsellers You Just Don’t Understand
(1990) and Talking from 9 to 5 (1994), attributes miscommunication between men and women
to gendered communication practices, including men’s cultural preference for “report talk” and
women’s for “rapport talk.”

Beyond liberal and cultural feminism, Bucholtz (2014 [1991]) explains a third and less common
branch of difference feminism: radical feminism, in which all inequality is viewed has having
gender inequality at its root. And beyond theories that view gender as an essential difference,
we find

— material feminism, which “holds that women’s subordination is a consequence of class
oppression” (Bucholtz, 2014 [1991]);

— critical race feminism, which “challenges the field’s tendency to marginalize the
distinctive experiences of women of color” (Bucholtz, 2014 [1991]);

— queer feminisms, which challenge heteronormativity and the gender binary.

3. METHODS
3.1. Forming the corpus

To form the corpus, we conducted a Google Search for the keywords “Gmail ‘Just Not Sorry’” on
December 13, 2019. We did not use a news database, such as NewsBank, ProQuest, or NexisUni,
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because we found these databases do not include relevant women’s publications such as Vogue
and Marie Claire, and do not consistently index popular online news sources such as Slate.

Amongst over 100 search results, we identified 26 articles that meet the following criteria:

1. The article is published in a blog, magazine, or newspaper that is recognized as notable
by its inclusion in Wikipedia. This excludes not only personal blogs and web sites, but
also small business blogs and minor news sources such as high school newspapers. We
wanted to ensure that all the articles included in our analysis were clearly intended for
a public audience.

2. The article’s author expresses a substantive opinion regarding Just Not Sorry, including
some rationale. This excludes purely factual reporting, including reporting on others’
opinions, as well as articles that follow a factual report with a brief, unsupported
evaluation (e.g., “Genius!”)

Most articles are the work of a single author, but Day and Ellen (2016) wrote in conversation
with each other. Their segments are coded as two separate cases, leading to the 27 cases listed
in Table 1.

Table 1. All cases, classified as supportive, critical, or equivocal with respect to Just Not Sorry.

(a) Supportive tone (b) Critical tone

Author Gender Ger!re Author Gender | Genre
Brandon (2015) | M Business & Tech
Curtis (2018) F BUSi & Tech Grose (2016) F News (US)
D”r '(? " usiness & fec Horobin (2016) M News (UK)
El?gn ”;0]2/) F News (UK) Minter (2016) F News (UK)

— Sawyer (2016) F Business & Tech
Erikson (2016) F Women Tejada (2016) = Women
Fessler (2018) F Business & Tech J
Gillespie (2016) | F Women
Ginn (2016) F News (UK) (c) Equivocal tone
I(-Islnes (22%1? F Women Author Gender | Genre

uest ( 201 g F Nevys (UK& ; Cauterucci (2015) | F News (US)
Lastoe (2016) F Business & Tec Dishman (2016) F Business & Tech
Lord (2015) F Women -

- Ellen (in Day & r News (UK)

Paul (2016) M Business & Tech Ellen, 2016)
Scott (2016) F News (UK) Garcia (2016) Women
St.evens (2016) F News (US) Levine (2016) News (US)
Wills (2016) F News (UK) Turk (2019) Business & Tech
Ye (2016) F Business & Tech

3.2. Coding and analysis

Coding and analysis was performed by the first author, using a hybrid approach guided by the
recommendations of Lazar et al. (2017). After reading the articles several times, | classified the
overall tone of each author as supportive, critical, or equivocal with respect to Just Not Sorry, as
shown in Table 1. | inferred each author’s gender from their name and classified the publications
by genre. | then proceeded to open coding, with attention to authors’ treatment of gender as
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well as their arguments supporting, opposing, or critiquing Just Not Sorry. From prior experience,
| was sensitized to statements alluding to values as framed by Friedman et al. (2006) and by
Schwartz (1994). From our preliminary conceptual investigation, | was also sensitized to feminist
concepts as presented by Bucholtz (2014). After the initial coding was complete, | identified
open codes with feminist perspectives and classified each author’s perspective according to the
predominance of the evidence. In parallel, | identified open codes as arguments supporting or
opposing Just Not Sorry and grouped similar arguments through axial coding, an iterative
process in which some open codes were revisited.

4. RESULTS
4.1. Does the corpus include feminist viewpoints?

The composition of the corpus confirms the relevance of gender: the vast majority of the authors
(24/27) have women’s names, and six articles appear in publications for women. But few
opinions come from an explicitly feminist position. Only Ellen (2016), Turk (2019), and Wills
(2016) refer directly to “feminism” or a “feminist issue,” and just six (Cauterucci, 2015; Curtis,
2016; Ellen, 2016; Ginn, 2016; Horobin, 2016; Lastoe, 2016) mention gender equality or
inequality, the central concern of feminism.

Yet the content analysis reveals many statements consistent with an underlying perspective of
liberal or cultural feminism. Statements typical of liberal feminism include problematizing
women’s language, taking masculine behavior as the norm or ideal, arguing that women need
to change to achieve success in traditionally male workplaces, and articulating a double bind.

Acting like a spellcheck for sorries, the app was designed to help women who are prone
to using "soft" language at work and thereby sending emails which are about as effective
as putting on a baby voice when asking for a pay rise. (Wills, 2016)

Way back when, my high school English teacher, Mrs. Skoog, told my all-women’s class
to stop qualifying our speech and our writing with the word “just.” ... Mrs. Skoog
encouraged us to...say and write what we meant with confidence and authority—the
way men did. (Lastoe, 2016)

[L]anguage is the key element in helping women progress to the top and succeed there.
The question is then, how can women change their language to convey confidence?
(Ginn, 2016)

If emailing “like a woman” is to perpetuate stereotypes about how women should act,
but emailing “like a man” is to reinforce the idea that professionalism should aspire to
male corporate culture—and if either approach can be held against you anyway—then
what’s a female emailer to do? (Turk, 2019)

By contrast, cultural feminists value women’s language and behavior as much as or more
than men’s.

[W]omen can also be superb, hyper-intuitive people-readers and managers... So, while
the female approach isn’t always softer, when it is, let’s own it. (Ellen, in Day & Ellen,
2016)
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[Iltis also my hope that “Just Not Sorry” isn’t indicative of yet another way women need
to act more like men in order to succeed. Sometimes, it’s okay to soften language if that
feels more authentic. In many cases, it's paramount to consider people’s reactions and
sensitivities before speaking. (Levine, 2016)

Rather than holding our hands up and apologising for our choice of words, let’s stand up
for them. Let’s stand up for taking people’s feelings into consideration when we speak,
for not seeing arrogance as a virtue, for thanking people for their contributions and for
being sorry for putting our work onto other people. Let’s stop apologising for being
women and instead demand that men behave differently. (Minter, 2016)

Other feminist stances beyond liberal and cultural feminism do not seem to be represented in
the corpus. Fessler (2018) and Wills (2016) mention “the patriarchy,” but colloquially and not in
the context of radical feminism. No one writes from the standpoint of critical race feminism;
only Turk (2019) briefly considers biases beyond gender bias. And while many disagree with
drawing a stark distinction between women’s and men’s behavior, all assume gender is binary.
For example:

I'm disinclined to think this is a clear male v female divide - we've all experienced
colleagues, both men and women, who fall on both ends of the spectrum. And although
the idea that men and women speak a different language is age old, I've seen no solid
evidence that women write ‘sorry’ and ‘just’ in emails more than men. (Hines, 2016)

Classifying all cases according to their predominant sentiments (Table 2) reveals many more
liberal feminists (17) than cultural feminists (3), as well as two more who advocate for gender
equality without clearly adopting a stance of liberal or cultural feminism. Three discuss gender
only to downplay its relevance, while two writing for business publications avoid discussing
gender altogether.

Table 2. Cases by position on gender equality.

Cauterucci, Curtis, Day, Dishman, Fessler, Garcia, Gillespie, Ginn, Hines,

Liberal feminist i i
Iberalteminists Lastoe, Lord, Sawyer, Scott, Stevens, Tejada, Turk, Wills

Cultural feminists Ellen, Grose, Minter
Other feminists Horobin (makes neither kind of statement), Levine (makes both equally)
Downplay gender Erikson, Guest, Paul

Do not discuss gender | Brandon, Ye

4.2. Do feminist positions predict opinions about Just Not Sorry?

Reviewing Table 1 shows that we cannot predict authors’ opinions about Just Not Sorry based
on either their gender or their audience. But can we predict their opinions from their positions
on gender equality? Table 3 shows that, to some extent, we can. In this corpus, authors who
downplay or ignore gender all recommend Just Not Sorry, cultural and other feminists all critique
or oppose Just Not Sorry, and liberal feminists are divided. The remainder of this section
explicates these differences in opinion.
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Table 3. Position on Just Not Sorry vs. position on gender equality.

Supportive Equivocal or Critical

Curtis, Day, Fessler, Gillespie, Ginn, Cauterucci, Dishman, Garcia,

Liberal feminist
iberal feminists Hines, Lastoe, Lord, Scott, Stevens, Wills | Sawyer, Tejada, Turk

Cultural feminists - Ellen, Grose, Minter
Other feminists - Horobin, Levine
Downplay gender Erikson, Guest, Paul -

Do not discuss gender | Brandon, Ye -

4.3. Disagreements about the value of the target behavior change

Brandon (2015) and Ye (2016) argue for Just Not Sorry without reference to gender. Like the
majority of the authors (21/27)—including all 16 who ultimately recommend Just Not Sorry—
Brandon and Ye begin by problematizing some of the words and phrases flagged by the app,
characterizing these words as “wishy-washy,” “
with the “confident,” “strong,” “authoritative” language they see as key to effective business
writing. Along with Erikson (2016) and Paul (2016), who mention gender only to say that the app
can be used by men as well as women, Brandon and Ye recommend Just Not Sorry to support
individual achievement. Hines (2016), here classified as a liberal feminist, most explicitly
addresses achievement:

weak,” “timid,” even “submissive,” in contrast

[1]f it helps me be part of the high-achieving crew, I’'m happy to use every tool out there
to suppress my natural tendency to put ‘not offending anyone’ ahead of ‘getting the job
done’. (Hines, 2016)

Onthe other hand, as we have already seen, those taking a cultural feminist perspective disagree
that the behavior targeted by Just Not Sorry is problematic. They argue instead that a “softer”
or more considerate approach has value. Grose (2016) adds that Just Not Sorry ignores social
context:

What is appropriate, effective language when writing to a boss might not work with a
subordinate; ... you might not even use the same style of writing when communicating
with a woman colleague as with a man.

Grose (2016) goes on to argue that feminine communication styles “can be incredibly useful in
the realpolitik of the workplace,” including the use of “sorry” as a “conversational smoother.”
Ellen (2016) also links apologies to “good manners,” which she values in “both sexes”:

Like me, I'm sure you’ve come across presumptuous braggarts, shameless buck-passers
and dreary blame-dodgers of both sexes; the types that think basic good manners are
for other people. ... Is it really so bad to say “Sorry for bothering you...” at the start of an
email? Where some see feeble and self-defeating, | see human and perceptive — and
how about a round of applause for just plain nice?
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Horobin (2016) argues that apologies are not just valuable but often necessary, independent of
gender:

The problem with an app designed to discourage the use of apologetic language is the
assumption that saying sorry is always an act of contrition — one that undermines one’s
case, or assumes an inferior position. Since saying sorry can be a valuable means of
refusing a request: “Sorry, but I’'m just too busy right now”; or enlisting someone’s
support —“I'm sorry to bother you when | know you’re busy.” Removing this useful word
runs the risk of making you appear plain rude. There are many business contexts in
which an email to a customer or a boss requires apologetic language; to avoid such
politeness strategies when explaining why a report is late, or asking for a pay rise, would
be a risky policy indeed.

To sum up, Brandon, Erikson, Paul, and Ye recommend Just Not Sorry because they value
“strong” language in support of achievement. Ellen, Grose, Horobin, Levine, and Minter oppose
Just Not Sorry because they value feminine language, or politeness irrespective of gender.

In the bottom four rows of Table 3, just Guest remains. Similar to Ye, Guest (2016) writes about
apologizing as “a hard habit to shake.” But where Ye (2016) recommends Just Not Sorry for
supporting “repetition and practice” towards “improving your writing,” Guest (2016) sees other
values at stake:

| do use “sorry” liberally when | notice I've caused damage or am in the wrong, but | no
longer apologise for myself, my opinions, or other people’s mistakes. ... When “sorry” is
used, it is more meaningful for being meant. ... The app should make us stop and think
— whether we are British, or women, or in the workplace — about when a thing is really
worth apologising for.

Guest values the role of Just Not Sorry in promoting mindfulness and eliminating habitual
apologies, leading to greater sincerity. Some liberal feminists make similar claims about
mindfulness and sincerity:

Anything that makes us more aware of the language we use and the effect it has can
only be a good thing “in my opinion” (whoops). (Wills, 2016)

Of course, every now and then you really do screw up and ought to send an apology,
and every now and then you're not entirely sure about something — which is why we
have the words "I think" in the first place. Fortunately, the email doesn't reflect any of
the suggested changes or stay underlined once it's sent. It merely encourages you to
take a second glance at an email to make sure that the words you're using are actually
words that you mean. (Lord, 2015)

Note that Lord links sincerity and mindfulness to Just Not Sorry’s support for autonomy and
privacy.

Returning to Table 3, we see that we cannot predict whether a liberal feminist will recommend
Just Not Sorry. Like Brandon, Erikson, Paul, and Ye, liberal feminists problematize words or
phrases targeted by Just Not Sorry. Most go on to implicitly or explicitly tie the problematic
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language to gender. Curtis (2018) and Fessler (2018) directly characterize such writing as “lady
language,” while some like Stevens (2016) cite “evidence” that women write or speak differently
from men. Others foreground their identities as women in connection with such language. For
example, Day (2016) writes about how she removed “filler words” from her emails after writing
a novel with a “bombastic male protagonist,” while Garcia (2016) and Lord (2015) address their
presumed female audience as “you” or “we.”

Some liberal feminists, including Hines, Wills, and Lord, recommend Just Not Sorry for reasons
we have already seen. Others critique the completeness of Just Not Sorry with respect to the
intended behavior change. Dishman (2016) points out that the app does not distinguish between
the many uses of the word “just,” not all of which are diminishing, while Garcia (2016) finds that
Just Not Sorry does not flag all of Vogue’s “six things every working woman should avoid when
writing an email.” Sawyer (2016) agrees that women should change, but disagrees that Just Not
Sorry’s focus on email is effective:

|”

An email that omits words like “sorry” will do little to improve how you’re viewed in the
workplace, especially if you still use such words during in-person meetings and
presentations.

4.4. Disagreements about the effects of the intervention on the user

Reiss (2015) intends Just Not Sorry to help women in leadership write “with the confidence of
their positions.” Some liberal feminists also hope the app will help make confident women:

Our favourite part is that when you hover your cursor over the highlighted word, up
pops a quote from a successful woman to remind you that you, too, are a strong woman
who doesn’t need to be apologising for anything. (Gillespie, 2016)

With less than 10% of executive directors at FTSE 100 companies being women there
are areas that need improvement to reach gender equality; one of these areas is
women's ability to assert themselves and confidence. Changes to how we speak and
how we hold ourselves to confront these subtle, yet important behaviors will begin to
make a big difference. (Ginn, 2016)

While | think some softening language is sometimes needed, I'd prefer to sound in
control and definitive and have my words matter—rather than sound soft and sweet,
careful of not coming across as demanding. (Lastoe, 2016)

But some liberal feminists believe Just Not Sorry will have the opposite effect, undermining
rather than bolstering women’s confidence. This is the crux of Cauterucci’s (2015) critique:

[P]art of me always cringes when people tell women that the way they speak or write is
wrong. ... Making fun of the way women speak, when they’ve been socialized for a
lifetime to take up as little physical, temporal, and aural space as possible, is not
productive and can further erode their self-confidence.

Cauterucci (2015) seems to recommend Just Not Sorry in the end, but her recommendation is
equivocal:
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This app relieves women of a bit of the sizeable burden of realigning their subconscious
word choices though the hover-over explanations could be tweaked to read as more
encouraging than blame-y.

Tejada (2016) goes further and rejects Just Not Sorry for engendering shame around women'’s
language:

When someone types these kinds of words, they get underlined in red. (Get it? It’s as if
the words are misspelled! For shame, ladies!) ... Instead of creating apps that shame
women...we should be writing our own stories about intelligent women who don’t care
whether they’re liked.

Horobin (2016) names this concern directly, citing cultural feminist Deborah Cameron’s
objections to “efforts to police women'’s language.” Cultural feminists Ellen and Grose also argue
this point:

It's arguable that the female “sorry” communication tic has been overplayed —

IM

overexamined, exaggerated and distorted in a way that traditional “masculine”
mannerisms would never be. It errs on the patronising — “This can help you with that
pathetic girly thing you do that renders you a disgrace to modern feminism.” (Ellen, in

Day & Ellen, 2016)

My fervent hope for 2016 is that there are fewer articles and tech hacks preaching at
women — particularly young women — about how they should be speaking, writing and
presenting themselves to the world. Maybe if their communications weren’t constantly
picked apart, even by well-meaning observers, they’d have more of the deeply felt
confidence they need to succeed. (Grose, 2016)

Hence, this is an objection that unites some liberal and cultural feminists.

4.5. Disagreements about implications for gender equality

As we saw earlier, Ginn (2016) implies that Just Not Sorry will help boost women into positions
of authority and thereby promote gender equality. Her opinion is by far the most hopeful. Four
other liberal feminists recommend Just Not Sorry as “a step in the right direction” while
acknowledging there are bigger problems for gender equality that it does not address:

Gender inequality has had its influence on both women’s and men’s speech for
centuries. A Gmail plug-in won’t completely dismantle linguistic gender stereotypes, but
pointing out simple words that unintentionally undermine certain voices is a step in the
right direction. (Curtis, 2018)

[T]his plug-in is not the most important stride that’s ever been made in the ongoing
battle for women'’s rights, but it’s still a nice bit of wood thrown on to the bonfire. (Day,
2016)

No Gmail plugin will topple [the patriarchy], but calling out the ways in which we
unintentionally diminish our voices is a meaningful step forward. (Fessler, 2018)
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[Wlhile we agree...it's rubbish that ‘female’ patterns of speech are still seen as weak,
and it'd be great if we could change how people read our speech rather than having to
change the speech itself — the app does make a good way to tackle the current struggle
until we sort out the bigger issues. (Scott, 2016)

Turk, too, reports that she uses Just Not Sorry begrudgingly in the absence of “real
empowerment”:

| use [the] plugin, but | don’t always change the words it suggests. Instead, it helps me
decide whether I'm saying what | actually want to say. It's the difference between
writing a certain way because you want to, or because you feel you have to. Ultimately,
real empowerment would be not having to think about how we come across at all.
Needless to say, there are conspicuously few think pieces out there about how men
should email. (Turk, 2019)

But some oppose Just Not Sorry because it “misses” or “ignores” a larger problem. For Sawyer
(2016), the larger problem is that women “lack confidence and have few mentors to help them
navigate the professional landscape.” Horobin (2016) claims that Just Not Sorry is beside the
point altogether:

To advocate that women imitate male speech in order to gain equality in the workplace
is to ignore the real problems about gender inequality which have nothing to do with
the way women dress or speak. ... I'm sorry, but | just don’t think that an app will help.

And Ellen (2016) fears that Just Not Sorry could even “mask” bigger problems of gender
inequality:

My concern is that email drives such as these, while good for awareness, aren’t going to
tackle the far more entrenched issues, and might even serve as another mask. As in, “Oh
look, there’s a ‘Just Not Sorry’ email plug-in — gender disparity in the workplace is
solved!”

5. DISCUSSION

As we have just seen, differing perspectives on gender equality go some distance towards
explaining disagreements about Just Not Sorry. While some agree that apologies and hedges are
signs of weakness, others value this softening and attribute it to gender. While some see the
app boosting women'’s confidence, others predict the opposite effect. While some view the app
as a small step towards gender equality, others see it as a distraction from more fundamental
issues.

But perspectives on gender do not explain all critiques of Just Not Sorry. Some value politeness
separately from femininity, and others agree with the premise of Just Not Sorry but think it
doesn’t go far enough. Moreover, the media analysis confirms the relevance of a range of values:
not only gender identity and equality, but also achievement, autonomy, and privacy. Guest
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(2016) points towards further values of mindfulness (also evident in Reiss’s 2015 essay) and
sincerity.

We have shown that media analysis can contribute to value sensitive design as a form of
empirical investigation. Our understanding of the role of gender in opinions about Just Not Sorry
is more nuanced than before, and we discovered two further values to consider. But the
approach has both advantages and disadvantages, for example, in comparison to semi-
structured interviews. Media opinions constitute a naturally occurring, public dataset for which
human subjects review is not required; data collection takes hours rather than weeks or months.
Media opinions inform and are informed by public opinion. However, an article is not a
conversation. We can’t ask questions; we can only interpret what is written. Moreover, media
opinions do not necessarily represent all opinions: we see only what writers and editors deem
appropriate for publication. Finally, media opinions are not necessarily independent of each
other. Where it might be surprising and meaningful to see the same words (e.g., “lady language”)
across several interviews, in media opinions it may only mean that one author read another’s
work.

The next step for this study of Just Not Sorry is to plan empirical investigations focused on the
adoption of the app and its effectiveness in promoting behavior change. This media analysis will
inform the design of a survey or interview protocol through the identification of additional
values and viewpoints to address. Media analysis could take a similar role in other value sensitive
design studies. While this is a retrospective study of an existing technology, which let us search
for the tool’s name, we can also imagine a role for media analysis in formative value sensitive
design studies, particularly in the design of behavior change support systems. If the target
behavior is one that people already try to change in the absence of supporting technology, a
media analysis could focus on opinions about that behavior change. Media analyses could also
consider opinions about related or competing tools.

6. CONCLUSION

We have contributed a value sensitive design case study of a persuasive technology concerned
with language and gender. Through a media analysis focused on opinions about the tool, we
confirmed the relevance of several values identified in a preliminary conceptual investigation,
discovered two further values, and characterized disagreements about the tool grounded in
disagreements about gender equality. In the context of value sensitive design, media analysis
may work as a “discount” empirical method informing (or if necessary, replacing) surveys or
interviews. While this study is a retrospective analysis of an existing tool, media analysis might
also contribute to formative value sensitive design.
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ABSTRACT

Public Service Media (PSM) organizations show an increased interest in using recommendation
systems to bring their audience in contact with new content, such as television shows, series and films.
Recommendations of these PSM recommenders should not only match their users’ interests and
preferences, but coming from publicly funded organizations, they should also serve goals like
informing the public and exposing them to a balanced mix of different views and perspectives. This
yields the question what metrics (e.g., diversity, serendipity, accuracy) PSM recommenders should
optimize for. This abstract follows a Value Sensitive Design (VSD) approach to map the most important
values at stake in the design of PSM recommenders. This value analysis shows that a multifaceted
technology, such as a PSM recommender, would benefit from an VSD approach in which ‘the system’
is not treated as a single unit, and ‘the designer’ of the system is not viewed as a single role.

KEYWORDS: Public service media, recommendation system, recommender, values, value sensitive
design, pluriformity.

1. INTRODUCTION

Recommendation systems, recommenders in short, selecting and filtering content are widely used by
companies in order to provide suggestions for items to users (Ricci et al., 2011). These ‘items’ range
from songs (e.g., Spotify), series (e.g., Netflix), and movies (e.g., YouTube) to messages (e.g.,
Facebook), job vacancies (e.g., LinkedIn) and products (e.g., Amazon). Public Service Media (PSM)
organizations, publicly funded organizations that offer radio and television content to a general
audience, can also benefit from recommenders by using them to bring their audience in contact with
new content. However, whereas recommenders used by commercial parties often aim to maximize
profit or engagement, which is often achieved by recommending items in line with the user’s views
and interests, PSM organizations have other goals, such as informing the public and exposing them to
a balanced mix of different views and perspectives, that could conflict with these commercial
recommendation practices. The European Broadcast Union (EBU) acknowledges the tension between
serving the audience with recommenders and the responsibilities of PSM organizations (EBU, 2017).

Recently, increasing attention has been paid to the development of recommenders for PSM (Sgrensen
et al., 2017; Fields et al., 2018; Van den Bulck et al., 2018; Sgrensen, 2019). However, though the need
for PSM recommenders is acknowledged, research into their design and development is still in its
infancy. One of the open questions is what metrics (e.g., diversity or serendipity) PSM recommenders
should optimize for (Fields et al., 2018). As a first step towards answering this question, following a
Value Sensitive Design (VSD) approach (Friedman et al., 2019), this extended abstract describes a value
source analysis (Friedman, 2017), in which an overview of the most important values at stake in the
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design of PSM recommenders is provided, including a description of where these values come from.
The overview is based on a literature study and empirical investigations performed at NPO, the Dutch
national public broadcasting organization (NPO, 2019a). Furthermore, some observations regarding
the (value-sensitive) design of information systems in general are made.

2. VALUES AT STAKE - LITERATURE

The first set of values relevant to PSM recommenders can be found in literature on PSM. One of the
most prominent lists of values for PSM is provided by UNESCO, consisting of universality, diversity,
independence and distinctiveness (UNESCO, 2001). Universality refers to the accessibility of media
content to all citizens in the country, diversity involves diversity in content, audience targeted, and
subjects discussed, independence involves the freedom to express ideas and circulate information, and
distinctiveness refers to the distinction of one PSM organization from other media organizations.

In addition to PSM values, there are values related to the use of the technology underlying
recommenders. As public organizations such as PSM generally have the goal to ‘serve the public’, they
often take public values into account (Jgrgensen et al., 2007). Multiple values have been identified as
relevant to the responsible design of information systems (Winkler et al., 2019). In relation to
recommenders, most notably, this could mean a responsible use of personal data to protect privacy
(Hoepman, 2014), and responsible use of machine learning, a technology often used in recommenders,
supporting the values of values of fairness, accountability and transparency (ACM FAT).

3. VALUES AT STAKE - IN PRACTICE

We studied values at stake in PSM recommenders in a real-world setting at NPO, the organization that
oversees public broadcasting services in the Netherlands. One of the ways in which NPO brings content
produced by public broadcasters to the Dutch audience is via its website NPO Start (www.npostart.nl),
which makes limited use of a recommendation algorithm. Most of the recommendations on NPO Start
are manually curated, but for website visitors with an account (the minority of the visitors), a small
part of the recommendations is personalized and generated by an algorithm. NPO is currently working
on improving and expanding their recommender. For our study, we attended several meetings at NPO
in which the design of the new recommender was discussed, conducted interviews with stakeholders
within and out of NPO, and studied project documentation and reports produced by NPO.

NPQO’s mission is to connect and enrich the Dutch audience with content that informs, inspires and
entertains (NPO, 2019a, 2019b), which is broadly in line with the PSM values described in the previous
section. Project documentation showed that the most prominent value in the recommender design
project was pluriformity (the ‘explicitly supported value’ in VSD terminology). In meetings, a lot of time
was spent on discussing what, exactly, pluriformity means with respect to the recommender to be
designed. Other values that came up during the meetings were accuracy, privacy and transparency.
Accuracy of recommendations was deemed important, as users receiving too many recommendations
that are not interesting to them would disengage. With respect to privacy, it was agreed upon that the
recommender should not collect explicit personal information such as age, gender or ethnicity, but
only use watching behavior. Transparency to users about the origin of recommendations was also
deemed important.

In an interview with the head of the development team, responsible for the implementation of the
recommendation algorithm (and also part of the project team), we learned that the current algorithm
weights five factors: novelty, clickthrough rate, personalization, fraction watched and public values.

316 Mario Arias-Oliva, Jorge Pelegrin-Borondo, Kiyoshi Murata, Ana Maria Lara Palma (Eds.)



VALUES IN PUBLIC SERVICE MEDIA RECOMMENDERS

The last factor, public values is composed of users’ ratings of content based on eight values, out of
which one is pluriformity (p.62, NPO, 2019c). There is thus a discrepancy between the focus on
pluriformity in the redesign project and the (minor) role of pluriformity in the current recommender.
With respect to the planned increased importance of pluriformity, the development team neither
knew how to translate pluriformity into an implementation, nor did they see it as their responsibility.

Interviews with users, people who watch content produced by public broadcasters on NPO Start,
revealed that the majority of users is interested in personalized recommendations, but that most of
them were not or only vaguely familiar with the term pluriformity.

4. DISCUSSION

Several insights can be drawn from the results so far. There are several values that the organization
wants to embed in the new recommender, most notably pluriformity. Yet, problems are encountered
in translating these values into a concrete implementation. Whereas the development team refers to
others to operationalize pluriformity so that they can implement the algorithm, other members of the
project team have trouble providing such an operationalization, partly because they have limited
programming knowledge and have troubles imagining what developers need. At the same time, the
term pluriformity does not appeal to users of the recommender, which may be problematic in
providing transparency (another value at stake) about the system. These differences seem to indicate
a mismatch between knowledge, culture and languages spoken by different groups of people: (most
members of) the project team, developers and users.

A mismatch in understanding of the design challenge and its implicated values between teams in the
organization is possibly reinforced by an organizational structure in which employees with different
expertise and backgrounds are organized different teams. This is problematic when the goal is to
embed values in technology. For example, embedding the value of transparency in a recommender
has implications for both the recommender’s algorithm and its user interface. On the technical,
backend side, the algorithm should be explainable, which may imply avoiding certain deep learning
algorithms (Samek et al., 2017). On the user-facing, front-end side, there should be a way to
communicate explanations to users in the interface, e.g. a textbox or a button for requesting an
explanation for why an item was recommended (Tintarev et al., 2011). If the system does not meet
requirements on both of these sides, it will not support transparency. In order to align different
components of a system, teams responsible for the creation of these different components need to
be aligned as well.

The insights above lead to a more general observation. In VSD analyses, when describing value
implications, ‘technology’ is often treated as a single system and ‘the designer’ is often treated as a
single role (Friedman et al.,, 2019). However, this is a simplification of (the creation of) a lot of
technologies, as systems often consist of different components, which are developed by different
teams, consisting of a variety of individuals, with different backgrounds and cultures. We believe that
a VSD process could benefit from a more nuanced view on the ‘technology’ and ‘designer’, doing
justice to their complexities. This may be particularly relevant for complex and intelligent systems,
which have a heavy technical component, as well as a user interface.

5. FUTURE WORK

This paper forms a first step towards designing a PSM recommender. Next steps involve analyzing
value tensions (Miller et al., 2007); selecting metrics based on these values (Fields et al., 2018);
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operationalizing these metrics, including weighing them against each other; and designing and
evaluating prototypes. This process will be performed iteratively, involving multiple cycles of
prototyping and collecting user feedback. In this process, attention will be paid to the multifaceted
nature of recommenders as well as their designers.
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ABSTRACT

While nudges have been paid attention to, they have also been criticized by several studies
especially for their ethicality. Sunstein (2016, 2018) considered several aspects of nudges and
claimed that if nudges guarantee decision-makers autonomy and dignity as well as transparency
of choice architecture, they are extremely beneficial for individuals and society and are
therefore not unethical.

In the recent past, the neologism ‘hypernudge’ has drawn attention, arousing much controversy.
It is said that a hypernudge is a ‘kind of’ nudge utilizing artificial intelligence (Al) or machine
learning. While the ethicality of nudges is likely to be certified, keeping autonomy, dignity, and
transparency in mind, it is certainly arduous to warrant these three conditions in hypernudges
driven by Al artefacts. That is, the acceptance of the original nudges, which have become popular
and been adhered to, are likely to be distinct from that of hypernudges.

To address the issue, this study tested the acceptance of both interventions and revealed that
the acceptance of the original nudges differed from that of hypernudges, and that the latter was
less acceptable than the former. Notably, in hypernudges, while individuals tended to accept
the less flexible and forbidden intervention, they rejected the ones that utilized their children’s
personal data. However, neither typical nor common features were confirmed that could
identify the acceptance level of hypernudges, such as categories of interventions, individual
sociodemographic factors, political attitudes, and mobile phone usage histories. The findings
from this study suggest a kind of alert for spreading hypernudges that utilize Al-driven artefacts
in the future.

KEYWORDS: Al-driven artefacts, original nudge, hypernudge, acceptance.

1. INTRODUCTION

The paradigm word, nudge (Thaler and Sunstein, 2008) and its strategy has been attracting
people in various fields. One breakthrough attempt is changing the law around organ donation
(Max and Keira’s law) from the year 2020 in the UK. All adults in England will be considered
organ donors when they die unless they have recorded a decision not to donate or are in one of
the excluded groups (BBC News, 2019). Nowadays, other countries such as Denmark and the
Netherlands will also change to or consider adopting an opt-out organ donation system, a
nudging technique. This paternalistic strategic intervention tries either presenting people in a
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more salient or impressive light, or making them the easier or default option, rather than
enforcing restrictions or drawing out people’s rational behaviour. Such a selection system is
called the choice architecture. Notably, a nudge promotes people’s choice and behaviour and is
assumed to benefit target individuals and society as a whole; therefore, it should never be
applied to marketing or particular profit pursuing activities.

While the fact that a nudge steering peoples’ behaviour in desirable directions through milder
choice interventions has drawn attention, it has also received blistering critiques of ethicality
(e.g., Goodwin, 2012; O’Neil, 2011), diminishing human wisdom (Furedi, 2011), troubles and
pitfalls (Bovens, 2009), and manipulations (Wilkinson, 2012). In response to these
misunderstood critiques, C. R. Sunstein, one of the advocates of the nudge, has discussed the
validity and considered the benefit and ethicality of nudges (Sunstein, 2015, 2016). According to
his consideration, there are neither neutral ways to present options nor can choices be made in
a vacuum, and one cannot avoid the choice architectures that influence choice in many ways. It
might be easy to promote purchasing by altering the presentation order of alternatives and
attributes, ease of picking them up, selection of defaults, and naming just a few of the design
options available. Therefore, it is essential to choose alternatives while paying attention to the
structures and effects of the choice architectures.

He also said, ‘When nudges are fully transparent and subject to public scrutiny, a convincing
ethical objection is less likely to be available’. In addition, he also stated that, ‘if people have not
consented to them; such nudges can undermine autonomy and dignity’ (p.1). Furthermore,
Sunstein (2018) insisted that ‘Nudges always respect, and often promote human agency;
because nudges insist on preserving freedom of choice, they do not put excessive trust in
government; nudges are generally transparent rather than covert or forms of manipulation’
(p.1). Indeed, it has been already examined that nudges utilized the defaults setting to be
transparent and yet effective (Bruns et al., 2018). According to the above considerations, two of
the prominent elements in ethical nudges should be transparency and autonomy. In other
words, maintaining transparency and decision-makers' autonomy in nudging must be
recognized as ethical and beneficial.

Currently, the neologism ‘hypernudge’ has highlighted and aroused much controversy. It is
thought of as a ‘kind of’ nudge utilizing big data, personal data, Al algorithms, deep learning, and
so on. While the ethicality of nudges would be certified, keeping autonomy, dignity, and
transparency in mind, it is certainly arduous to warrant these three conditions in hypernudges
driven by Al artefacts. That is, the acceptance of the original nudges, which have become popular
and been applied to, would be distinct from that of hypernudges. While empirical evidence
regarding the acceptance of the original nudges has appeared, the ones of hypernudges have
remained unproven.

In this study, the comparison with acceptance of the original nudge and hypernudge is examined.
It is found that while hypernudges are less acceptable than the original nudges, the
representative features showing which hypernudges are more acceptable than others are still
veiled. The findings are discussed, and conclusions are drawn at the end.

2. HYPERNUDGE

Recently, artificial intelligence (Al)/machine learning (ML) has drawn attention among mass
media and academic fields not only because of their attractive, tremendous, and hyper functions
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as well as efficiency and effectiveness, but also because of their ethicality and riskiness. The IEEE,
for example, has taken the ethicality of Al designing, utilizing, and prevalence as a serious
problem and given an alert for Al systems as nudging tools. (IEEE, 2018). In the section Affective
Computing of the 2nd draft version of Ethically Aligned Design, the following six
recommendations have been pointed out: 1) systematic analysis for ethical design of Al systems
before deployment, 2) showing the types, effects, and purposes of nudges towards users, 3)
analysing the possibility of infantilization of those who were nudged by Al, 4) making default
settings opt-in, 5) giving additional protection for vulnerable users who do not pay attention to
informed consent; and 6) keeping transparency and accountability. These are consistent with
the certified requirements of nudges mentioned above, guaranteeing transparency and
autonomy.

Nowadays, nudges through Al/ML-driven new technologies are coined as ‘hypernudges’ (Yeung,
2017) or ‘digital nudges’ (Weinmann et al., 2016). While it is being gradually known that Al/ML
systems have beneficial traits, there are several specific features as hypernudges. Some of them
are, for example, self-tracking of past behaviour (in some cases) without getting the agreement
for utilizing it, presenting immediate feedback based on self-tracking and big data as
recommendations for each user, making some judgment on behalf of human autonomy, and
steering people to use Al artefacts repeatedly (e.g., Google navigation system). Based on prior
studies that had paid attention to hypernudge, this study considers several differences between
the original nudges and hypernudges (Table 1).These typical features with Al/ML-driven
hypernudges might make users blind and depend too much on them. Therefore, the
manipulative aspects of data-driven personalized communication, big data utilization, and
behavioural targeting in the online realm have been regarded as problems (e.g., Lanzing, 2018).

Table 1. Comparison of the original nudges and hypernudges.

Original nudge Hypernudge
Purpose Steering people towards a better direction to nudge softly|Designing and programming the choice architecture
and mildly utilizing human judgmental tendencies. utilizing bigdata, personalized information, and
computer algorithms.

Methods o Presenting visible, available, noticeable information or|e Presenting  desirable  options such as
options. recommendations, alerts, advertisements, or

e Using the default setting to do something automatically,| notices thatare sui?ed to.each individual based on
omit doing something, or avoid forgetting. the person’s behaviour history.

e Emphasizing (the possibility of) suffering losses, gaining
incentives, and so on.

e Utilizing social influence such as normative message,
showing others behaviour, or giving approval.

Examples | o Labelling healthy food packages, setting fruits and|e Recommending purchasing healthier, lower
vegetables nearer to a person in the buffet counter,| sodium and sugar food based on the user’s
providing information about the amount of sodium or| purchase history and health condition in the
sugar, serving food with a small plate, and so on. following shopping visit.

e Web shopping sites recommend storing of customers’| ® Web shopping sites recommend which credit
credit card numbers to avoid entering these details again| cards the customer should use in this shopping.
at the next shopping visit.
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Specific
features

Giving a general message, not using specific customized data.

e Giving customized recommendation or predictive
message based on personal information or
bigdata.

e Vague request for consent for using personal
information.

One to a few nudges. (A few people are nudged.)

One to many nudges. (It is possible to nudge many
people at once. The presented information is
different for individuals.)

Transient and does not influence the next or other choices.

Continuous and repetitive and influences the next
or other choices, as well as the possibility to change
the choice architecture.

No particular feedback, generally.

Immediate and continuous feedback based on

personal data and bigdata.

In another argument, however, whereas various services by Al/ML, such as vehicle navigation
systems, positional information on the digital map, recommendations based on purchase
history, personalized chatting with bots, various apps (e.g., health care, saving and investing
money with FinTech, and smart home with 10T), and so on have spread among people recently,
it is hard to ascertain these new nudges as the original ethical nudges, whose validity has been
discussed in Sunstein (2015, 2016) because of several serious reasons (Yamazaki, 2019). On the
one hand, the following three factors have been pointed out as the hampering factors of
autonomy. The first is decreasing users’ motivation, responsibility, and morality. The second is
indulging in of bad habits because of attractive recommendations from Al/ML artefacts. The
third is a semiconscious repetition of habitual behaviour against their real will (meta
preference). On the other hand, transparency is infringed by the complicated algorithm,
dynamic feedback that confuses users’ preferences, unpredictability, and complete
unavailability of users’ informed consent. Because of the lack of autonomy and transparency, it
is difficult to certify hypernudges as original nudges at the moment.

3. PRIOR STUDIES

In the past years, several studies have surveyed the acceptance, trustworthiness, and consensus
for various types of interventions in various countries under different contexts. These surveys
have shown that, on the one hand, citizens in various countries perceived that nudges were
being inconsistent with their interests or values of most choosers; on the other hand, they
generally tended to approve of almost all nudges.

As for the difference of countries (nationality), three prior studies (Reisch and Sustein, 2016;
Sunstein et al., 2018) investigated the approval of the same 15 interventions for 15 nations.
According to their survey, the approval rates of many western democratic countries (Australia,
Canada, French, Germany, Italy, Russia, the UK, and the US) were similar (around 68-75%). In
contrast, Brazil, South Africa, China, and South Korea showed overwhelmingly high approval
rates for all nudges (around 80%), while rates for Denmark, Hungary, and Japan were extremely
low (around 60%). They could find neither the reasons nor countries' specific features, therefore,
requiring further examination.

The fields of health and safety nudges would be approved for people and the levels of
acceptance of nudging techniques depended on the countries of the participants as well as the
depth, types, contexts, and prosociality of nudges. As in other empirical studies on the
acceptance of nudges, in the fields of medicine and health, choice and public policies (e.g.,
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Diepeveen et al., 2013; Felsen et al., 2013; Junghans et al., 2015, 2016; Jung and Mellers, 2016)
showed similar results; whereas almost all subjects generally approved of nudges, they did not
accept the nudges inconsistent with their preferences, improper nudges such as political and
religious favouritism and perceived manipulation.

Other causes of different acceptances are the types and contexts of nudging. Felsen et al. (2013)

tried a decisional enhancement nudging program that contained two types of nudging questions
on five scenarios. One is overt and conscious nudging which the decision maker is aware of and
can consciously process, while another is covert and unconscious nudging such as
subconsciously decreasing hunger, which in some situations, can be related to people’s
autonomy. The five scenarios promote healthier eating, prudent online purchasing, encouraging
exercising, investing in retirement, and improving productivity. The results showed that
conscious nudges are more acceptable than subconscious nudge processes except for improving
productivity scenarios. The subconscious nudges might infringe upon individual autonomy,
while covertly trying to protect their own autonomous decision making.

Jung and Meller (2016) examined the effects of types of nudges (automatic and unconscious vs.
effortful and conscious), individual dispositions (e.g., level of empathy, conservative, desire for
control, reactance, and individualist vs. communitarian) and benefit from nudges (i.e., nudges
for societal vs. personal). They divided several nudges into System 1 (automatic and
unconscious), and 2 (effortful and conscious). Whereas the automatic enrolment for something
such as retirement savings or medical coverage plans and default settings were classified as
System 1, providing of reminders, alerts, or messages were classified as System 2. The results
showed that the effect of the nudge type on support was significant. The effortful nudges were
significantly more accepted than the automatic ones. In addition, the level of support for nudges
was not significantly affected by benefits from nudges but was affected by participants’
individual dispositions.

Although the acceptance of the original nudge as mentioned above has been gradually positive,
empirical studies that have paid attention to the hypernudge utilized Al/ML artefacts have been
scarce.

4. RESEARCH QUESTIONS AND METHODS

The aim of this research is to examine whether the acceptance of interventions differs from the
original nudge to hypernudges. In particular, because hypernudges driven by Al artefacts would
keep neither transparency nor autonomy for decision-makers, the high level of acceptance can
come under doubt. Namely, while the original nudges have revealed almost acceptable results
among almost all people, hypernudges that are new, neither transparent nor autonomous might
have lower acceptance than the original nudges. In addition, according to several prior studies,
the acceptance levels differed in the categories of intervention as well as several demographic
factors. In sum, hypotheses concerning people's acceptance of interventions are as follows:

H1: The acceptance rate might differ in the original nudge and the hypernudge.
H2: The original nudge might be more acceptable than a hypernudge.

H3: The categories of interventions might be related to the peoples’ acceptance rate of
both the original nudge and hypernudge. Deeper and subconscious interventions might
be less approved.
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H4: Sociodemographic variables, political attitudes, and years of mobile use might be
related to the acceptance rate of both the original nudge and the hypernudge. Whereas
age might positively relate to acceptance, the years of mobile use might have a negative
relationship with it.

To examine these hypotheses, this study compares and enlarges the results of prior studies. The
same 15 survey interventions in the background literature (e.g., Sunstein et al., 2018) were
selected, with one new intervention on security protection added for both the original nudges
and hypernudges. The summary of each content is shown in Table 2. An example of a question
on hypernudge is ‘Online food shopping sites are required to show good or bad effects of each
food on each user's health condition (such as decreasing body fat, body pressure, no effects,
and so on) based on Al recommendation’. Because participants might not be familiar with and
imagine for each different Al-driven service, general and uniform expression about Al services,
‘artificial intelligence will be expected to present various recommendations using your
personalized information such as your age, health and medical history, sleeping time, career,
status of income and assets, purchase histories, and mobile phone use history in the future’ was
included at the beginning of the nudging questions. Participants were asked to answer ‘agree’
or ‘disagree’ to 16 questions on the social systems that promoted health and enriched society

as well as to comment on nudges by Al.

Table 2. Categories of 16 interventions.

Percentage of
No. Summary of contents Depth Type Context | Prosociality & x
agreement”
1 Showing calorie labels in restaurants _Mandato_ry _ Conscious Health personal 29.40
menu. information disclosure
2 |Showing food bad effects for health. Mandatqry . Conscious Health Personal 80.87
information disclosure
3 Enrolllng. green gnergy suppliers Mandatory default Subconscious |Ecology Social 73.47
automatically, possible to opt out.
4 ASk”?g. to .be’ qrgan donors in Mandatory default Subconscious |Charity Social 62.53
obtaining driver’s licence.
5 P.Ia.cmg healthy foods at prominent Mandatory default Subconscious |Health Personal 73.00
visible places in grocery stores.
6 A.n educatlo_n_campalgn to reduce Govern.ment Conscious Traffic Social 87.67
distracted driving. Campaign safety
An education campaign for Government
7 |promoting healthier choice for Campaien Conscious Health Social 89.73
parents to reduce childhood obesity. palg
Providing  prohibited  subliminal
8 |advertisements in theatres to|Non-nudge (Forced) |Subconscious |Health Personal 52.00
discourage smoking and overeating.
Charging a specific amount with
9 |offset opt out option for carbon|Mandatory default Subconscious |Ecology Social 44.00
emission.
10 Lab?”mg_ unhealthy food making _Mandato_ry . Conscious Health Personal 83.67
notice it is harmful. information disclosure
Asking to donate the Red Cross
11 |refund automatically, possible to opt|Mandatory default Subconscious |Charity Social 40.33
out.
Requiring movie theatres to provide
Mandat
12 |public education messages to|. anda O.ry . Subconscious |Health Personal 67.13
. . . information disclosure
discourage smoking and overeating.
328 Mario Arias-Oliva, Jorge Pelegrin-Borondo, Kiyoshi Murata, Ana Maria Lara Palma (Eds.)




AN EMPRICAL STUDY FOR THE ACCEPTANCE OF ORIGINAL NUDGES AND HYPERNUDGES

Requiring large electricity providers
to make people enrol in green energy
suppliers automatically, possible to

opt out.
Keeping cashier areas in .
. Mandator choice .
14 |supermarkets  chains free  of . v Subconscious |Health Personal 62.86
. architecture
unhealthy foods to halt obesity.
Requiring public institutions to have|Mandator choice .
d &P . Y Conscious Health Personal 55.14
meat-free day per week. architecture
Installing security software .
> A . Information
16 |automatically to avoid viruses and|Mandatory default Subconscious security Personal

hackers, possible to opt out.

X The average rates of agreement that prior studies examined.

In addition, this study refers to the categories of interventions as laid out in prior studies (Jung
and Meller, 2016; Felsen, 2013; Sunstein et al., 2018) (Table 2). It is categorized into five levels
of depth: the shallowest is campaign Nos. 6 and 7); second, mandatory information disclosure
(Nos. 1, 2, 10, and 12); third, mandatory default (Nos. 3, 4, 5, 9, 11, 13, and 16), fourth,
mandatory choice architecture (Nos. 14 and 15), and the deepest is forced (No. 8). There are
also two types (conscious vs. unconscious), five contexts (health, ecology, charity, traffic safety,
and security), and two prosocialities (for society or personal) of interventions.

Participants in this study were recruited from university students in Japan and the Japanese
consulting company Kiccoe Survey and students attending university in Tokyo. A total of 1,192
participants were asked 16 questions, half of which were on original nudges and the other half
on hypernudges. The original nudge had n=596 and the hypernudge had n=596. The percentage
of males was 54.6%. The mean age was 36.64: SD=18.2, range=13—-87 years, under 20=332
(27.85%), the 20s=209 (17.53%), the 30s=140 (11.74), the 40s=175 (14.68%), the 50s=162
(13.59%), the 60s=118 (9.90%), the 70s=49 (4.11%), and the 80s=7 (0.59%). The participants also
gave responses on their years of education (M=14.98 years), years of mobile phone use
(never=134 or 11.24%, under a year=44 or 3.78%, under 5 years=374 or 31.38%, under 10
years=515 or 43.21%, and over 10 years=124 or 10.40%), and political attitude (ruling=308 or
25.84%, opposition=173 or 14.51%, and non-partisan=711 or 59.65%).

The first was designed to compare the acceptance levels of each original nudge and the
hypernudges. The second was designed to test the differences among the categories of
interventions, followed by examining the effects of participants’ individual dispositions as the
third.

5. RESULTS
5.1 Overall acceptance rates

The results indicated that overall, the original nudges were more accepted than hypernudges
(Table 3), and the acceptance level of the original nudge and hypernudge differed in the
categories of interventions (Table 4). In line with prior studies on the original nudges, more than
half of the original nudges (10 out of 16) were significantly more acceptable. On the other hand,
as new notions, less than half of the hypernudges (6 out of 16) were significantly acceptable. In
addition, eight interventions (Nos. 1, 2, 3, 4, 6, 7, 9, and 12) of the original nudges, half of the
total, found significantly higher acceptance than hypernudges. These results indicate that
people would not be more receptive to Al-driven interventions and suggest H1 and H2 are
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supported. One possible reason for these results is that using their personal information or
behavioural history might have been considered creepy and untrustworthy; although
hypernudges are customised for the individuals, their acceptance level was lower than the
original nudge. The results would suggest that Al artefacts designers, service providers, choice
architectures as well as users, should be careful of hypernudges, not a little.

Table 3 Significant difference of acceptances within each original nudge and hypernudge.

Original nudges (n=596)

No. 1 2 3 4 5 6 7 8
Agree 514%%  395% 444%¥ 349%| 272 | 407**| 469%¥ 249
) £ S Means of
Disagree 82 201 | 152| 247|324 188| 127|347%%| LSO
% of agree| 86.24| 66.28| 74.50| 58.56| 45.64| 68.29| 78.69| 41.78| °™ g
Agree 347.68
No. 9 10 11 | 12 | 13 | 14 | 15 | 16 | pigoree 24831
Agree 3274 341%* | 281|394**| 204| 215| 183 |429%*| % of agree 58.34
Disagree 269 255 | 315| 202| 302| 381**|413**| 167
% of agree| 54.87| 57.21| 47.15| 66.11| 49.33| 36.07| 30.70| 71.98

Hypernudges (n=596)

No. 1 2 3 4 5 6 7 8
Agree 306| 3274 352**| 315 269 281 199| 328*
Disagree 200|  260| 24a| 281| 327%| 315|397**| 268  Meansof
% of agree| 51.34| 54.87| 59.06| 52.85| 45.13| 47.15| 33.30| 55.03| MYPernudges
Agree 300.19
No. 9 10 | 11 | 12 | 13 | 14 | 15 | 16 | picicee 20575
Agree 285| 379**| 291| 295| 329*% 227| 162| 459**| % of agree 50.38
Disagree 311  217| 305| 301| 267|369**| 434**| 137
% of agree| 47.82| 63.59| 48.83| 49.50| 55.20| 38.09| 27.18| 77.01

Chi-square value significant at alpha * p < 0.05
**p<0.01
P The numbers with underlines suggest significantly more unacceptable results.

Table 4. Cross Tabulation with each nudge pairs.

O1 | H1|02| H2 | 03 | H3 |04 | H4 | O5 | H5 | 06 | H6 | O7 | H7 | 08 | H8
Agree | 62.7%|37.3 547‘ 453| 55.8] 44.2|52.6] 47.4| 50.3| 49.7| 59.2| 40.8| 70.2| 29.8| 43.2| 56.8
Disagree | 22.0{ 78.0 428' 57.2| 38.4| 61.6| 46.8] 53.2| 49.8| 50.2| 37.5| 62.5| 24.2| 75.8| 56.4| 43.6
x4(1) | 169.062** | 16.243** | 32.007** 3.930* .030 54.576%* | 248.254** | 20.964**

09 | H9 |010| H10 | 011 | H11 | 012 | H12 | O13 | H13 | O14 | H14 | 015 | H15 | 016 | H16
Agree | 53.6|46.4 474 52.6| 49.1] 50.9|57.2{ 42.8| 47.2| 52.8| 48.6| 51.4| 53.0| 47.0| 48.3| 51.7
Disagree | 46.2|53.8 546 46.0| 50.8| 49.2| 402} 59.8| 53.1| 46.9| 50.8| 49.2| 48.8| 51.2| 54.9] 45.1
x(1) 6.500* 5.065* 336 33.710%* 4.119* 518 1.799 3.974*

Chi-square value significant at alpha * p < 0.05
** 5 <0.01
X The significant higher acceptances are shown with bold letters

It might be easy to imagine that because No. 8 (subliminal advertisement) were, as Sunstein et
al. (2018) also mentioned, not a nudge, there were significantly higher disagreements in the
original nudge. In addition, No. 5 (placing visible healthy food), 14 (avoiding unhealthy food),
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and 15 (requiring meat-free day per a week) were significantly lower acceptance in both the
original nudges and hypernudges because they were strongly obtrusive for people.

Unlike prior studies, the highest accepted intervention in the original nudges was the ‘calorie
label’ (No. 1, 86.24%), with the next being ‘education campaign for childhood obesity’ which was
in highest agreement in prior studies. The lowest accepted interventions in the original nudges,
on the other hand, were ‘requiring a meat-free day per week for health’ (No. 15, 30.7%), which
was likewise the lowest in hypernudges (27.18%) and relatively lower acceptance in prior studies
of hypernudges. This might have been considered as excessive interference in diet. One of the
higher accepted interventions in both nudges was ‘information security’ (No. 16) that might
have been the most familiar matter for the largest number of youths in this study. Overall, the
acceptance tendency of the original nudges shown in this study is similar to that of Sunstein et
al. (2018), where the Japanese consensus was remarkably lower than in other countries and in
averages.

As for comparison with the original nudges and hypernudges for acceptance percentages (Table
4), the number of acceptance of the eight original nudges (Nos. 1, 2, 3, 4,6, 7,9, and 12) were
exceed that of hypernudges, as mentioned, while the one of the four hypernudges (Nos. 8, 10,
13, and 16) exceed that of original nudges, exceptionally. The other four interventions (Nos. 5,
11, 14, and 15) were not significantly different between the original and the hypernudge.
Surprisingly, whereas No. 8 (subliminal advertisement) intervention is significantly higher in the
original nudges, it is significantly in higher agreement in hypernudges. It might be thought that,
on the one hand, individuals tend to take care of interventions by hypernudges; on the other
hand, they might agree with this intervention even prohibited one because it is easy for them
to stop watching customized advertisements. In contrast, the exact opposite result is shown in
No. 7 (education campaign for childhood obesity), which shows a significantly higher
disagreement in the hypernudge, even though higher agreement in the original nudge. It seems
that individuals would hesitate to present and utilize their children’s personal data. No. 16
(security protection) is easier to accept in hypernudges because it is easy to imagine that Al-
driven systems are always exposed through viruses and hackers. While several typical reasons
can be suggested for these results, it is difficult to give interpretations of why No. 10 (labelling
unhealthy food) and 13 (green energy consumption) that are similar to Nos. 1, 2, and 3, have
obtained more agreement in hypernudges.

5.2. Effects of intervention categories

The next step has been designed to compare the differences of intervention categories with a
one-way analysis of variance. The rates of agreement for each intervention are shown in Table
5.

Table 5. The rates of acceptance for each intervention (%).

Depth  |original |hyper Type |original |hyper Context |original [hyper Prosoci. |original |hyper
Campaign 73.49| 40.27| |Cons. 64.57| 46.25| |Health 56.52| 46.46| |Social 55.78| 51.30
Man. info. 40.27| 68.96| [>UP°"| 46.25| sa.60| |ECIO8Y a6.6| 5956 [P 5130| 61.63
Default 68.96| 54.82 Charity 59.56| 54.03
Choice arch. 54.82| 57.43 Traffic safety 54.03| 52.85
Forced 57.43| 55.13 Info. security | 52.85| 50.84
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Comparison of five levels of intervention depth only showed marginally significant tendencies.
Except for No. 8 (forced), the deeper nudge (Nos. 14 and 15, mandatory choice architecture) is
more disagreeable, and the shallowest interventions (Nos. 6 and 7 campaigns) are the most
acceptable among them (F=4.991, p=.015). However, this tendency was confirmed in the original
nudge, but not in the hypernudge (F=3.117, p=.61). This means that it would be more difficult
to consider whether and which interventions by Al-driven hypernudges would be accepted by
people because the depth of interventions is not related to the acceptance. Other categories
are inconsistent with prior studies and do not show significant differences. Type — original
nudge: F=1.534, p=.236; hypernudge: F=1.208, p=.290; context — original nudge: F=.307, p=.867,;
hypernudge: F=2.133, p=.145; prosociality —original nudge: F=.517, p=.484; hypernudge: F=.121,
p=.733. These results show that H3 is partly supported, and only the depth of interventions has
significantly different effects in the original nudges.

5.3 The effects of individual difference

Further, we estimated the logistic regression for the five levels of depth of interventions with
significant approval rates of the 16 interventions being dependent variables in both the original
and the hypernudge. Age, gender (number of male), educational years (of schooling), and
political attitude (support for ruling party, opposition, or non-partisan) were used as
independent variables.

Notably, Table 6 shows that political attitude has a unique influence on participants’ approval of
nudges: non-partisan people significantly disapprove three out of five types of original nudges
(mandatory information, default, and choice architecture), but significantly approve (negative
influence) four types of hypernudges (campaign, mandatory information, default, and forced).
Political independents tend to, on the one hand, be more doubtful on general interventions by
the original nudges, while on the other hand, being acceptable for new technology and
customized data. However, because the rate of non-partisan people was highest among the
participants (59.65%), more than half of them had applied for this tendency.

In addition, the age of participants has a negative impact: older people tend to disapprove both
one original nudge (default) and three hypernudges (mandatory information, default, and
choice architecture). This is in line with Sunstein et al. (2018). Several other factors have
significant influence. For example, males tend to less favour original nudges on mandatory
information, people who have used a mobile phone for approximately 5 to 10 years tend to
disapprove the original nudges on mandatory information, people who have used a mobile
phone under one year tend to support the original nudge on choice architecture; also years of
education had a significantly negative correlation on the choice architecture. These results
suggest that H4 is marginally supported.
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7. Monitoring and Control of Al Artifacts

6. DISCUSSION AND CONCLUSION

Overall, the results of this study indicated that the approval and disapproval for hypernudges
were dramatically different from the original nudges. In this study, it was revealed that
hypernudges were not more acceptable than the original nudges. Notably, in hypernudges,
while individuals tended to accept the less flexible and forbidden intervention, they rejected the
ones that utilized their children’s personal data. However, neither typical nor common features
were confirmed that could identify the acceptance level of hypernudges, such as categories of
interventions, individual sociodemographic factors, political attitudes, and mobile phone usage
histories.

As predicted, the deeper the intervention (too much meddling), the less acceptable for people.
However, this tendency was seen only in the original nudge. Compared with the original nudge,
though only four interventions on ‘education campaign for childhood obesity’, ‘labelling
unhealthy food’, ‘requiring large energy provider to enrol green energy’, and ‘installing security
software’ could get more approval in hypernudge, there could be found neither typical nor
common features among them. In addition, while several prior studies had investigated that
consciousness, contexts, and prosociality of interventions had different effects among people,
this study does not recognize the same effects as well. Insignificant effects might stem from a
nationality such as Japanese or individual differences that this study did not consider. Sunstein
et al. (2018) surveyed the acceptance of nudges in several countries, and it was observed that
Japanese had one of the lowest acceptance rates among all. In contrast, Americans, British, and
Chinese would favour various types of nudges. Japanese, Hungarians, and Danish tended to
hesitate to accept nudges. Although it is esoteric to assert the reasons, we, as Japanese, should
take care of the numerous types of interventions, especially by Al-driven artefacts.

This suggests a kind of an alert or dark cloud for the introduction, utilization, and spreading of
hypernudges because of neither lower acceptance than the original nudges nor no common and
specific traits among the accepted interventions in hypernudges. We should continuously
consider the effects of the various categories of hypernudges on various types of people. This
study might serve as an onset of prevalence for appropriate Al-driven artefacts.
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