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EXTENDED ABSTRACT 

Introduction 

The question of whether machines can think, proposed by Alan M. Turing (Turing, 1950), has 
become increasingly relevant in today's world. Artificial Intelligence (AI) has made remarkable 
progress, surpassing human capabilities in various tasks traditionally associated with intelligence 
and creativity. However, as AI becomes more pervasive in decision-making processes within 
businesses, concerns regarding transparency, interpretability, and ethics arise. This article 
explores the importance of Explainable Artificial Intelligence (XAI) in facilitating ethical decision-
making within the business context. 

 

The Rise of XAI and the Paradox of Unexplainable Algorithms 

Advancements in AI algorithms, particularly "black box" algorithms, have enabled machines to 
make complex decisions without human intervention. While these algorithms can yield 
impressive results, their decision-making logic often remains opaque and incomprehensible to 
humans. This poses a paradox: decision-making increasingly relies on AI systems that we 
struggle to understand fully. This lack of transparency raises concerns about accountability, 
biases, and potential risks in business operations (Kliegr et al., 2021). 

 

The Need for Interpretability and the Ethical Implications 

Recognizing the need for interpretability in AI algorithms, the concept of XAI has emerged. XAI 
aims to provide transparency and understandability in the decision-making process, enabling 
humans to comprehend and validate AI-driven decisions. Within the business context, 
interpretability becomes crucial as it allows decision-makers to assess the fairness, accuracy, 
and ethical implications of AI-generated recommendations or actions. Furthermore, 
interpretability helps identify and address potential biases in algorithms (Vallor & Rewak, 2019). 

 

Legislative and Regulatory Considerations 

Some sectors, such as finance, have recognized the importance of interpretability and have 
implemented regulations that mandate explanations for algorithmic decisions. However, 
broader awareness and understanding of interpretability in society are still limited. It is 
imperative for businesses to proactively engage with regulators, industry experts, and 
policymakers to shape legislation that ensures transparency, fairness, and ethical AI practices. 

mailto:gmarin03@ucm.es
mailto:josejgal@ucm.es
mailto:jogalsal@doe.upv.es
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Ethical guidelines, standards, and accountability frameworks should be established to govern 
AI-driven decision-making in businesses (Glauner, 2022). 

 

Advances in XAI and Mitigating Algorithmic Biases 

Research and technological advancements in XAI offer promising solutions for addressing the 
interpretability challenge. Techniques such as rule-based explanations, visualizations, and 
model-agnostic approaches enable stakeholders to understand how AI algorithms arrive at 
decisions. Additionally, interpretability can help identify and mitigate biases present in training 
data or algorithm design (Molnar, 2019). 

 

Creating a Culture of Ethical Decision-Making 

Incorporating XAI into business processes requires a cultural shift towards ethical decision-
making. Organizations should prioritize transparency, accountability, and human oversight in AI-
driven systems. Decision-makers must possess a comprehensive understanding of AI 
capabilities, limitations, and potential biases to ensure responsible use (Bibal et al., 2020). 

 

Model-agnostic interpretability algorithms in the context of XAI  

The Model-agnostic algorithms provide techniques that can provide explanations for the 
decision-making process of any machine learning model, regardless of its underlying 
architecture or complexity. These algorithms focus on understanding and interpreting the 
behaviour of AI systems without relying on specific knowledge about how the models are built 
(Lundberg & Lee, 2017). Here are a few examples of their use in business settings: 

- Decision Support Systems (Ribeiro et al., 2016): Model-agnostic algorithms can assist 
decision-makers in understanding the factors that contribute to AI-driven decisions. By 
providing explanations for each prediction or recommendation, these algorithms enable 
business professionals to gain insights into the underlying rationale and factors 
influencing the outcomes. This helps decision-makers make more informed choices. 

- Risk Assessment and Compliance (Goodman & Flaxman, 2017): In industries such as 
finance, insurance, and healthcare, regulatory requirements often demand transparent 
and explainable decision-making processes. Model-agnostic algorithms allow 
businesses to identify potential biases, discrimination, or errors in the AI systems' 
outputs. By understanding the variables and features that influence the decision-making 
process, organizations can ensure compliance with regulations and mitigate potential 
risks. 

- Customer Experience and Personalization (Marín Díaz et al., 2022): Model-agnostic 
algorithms can aid businesses in understanding the preferences and behaviour of their 
customers. By providing explanations for recommendations or personalized offerings, 
these algorithms allow organizations to provide transparency and gain customer trust. 
Moreover, they can help identify instances where AI-driven personalization might lead 
to unintended consequences or biases, enabling businesses to refine their algorithms 
and ensure fair and ethical treatment of customers. 
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- Fraud Detection and Cybersecurity (Zhang et al., 2022): Model-agnostic techniques can 
assist in identifying patterns and anomalies in large datasets, aiding in fraud detection 
and cybersecurity efforts. By explaining the features that contribute to suspicious 
activities or potential threats, these algorithms enhance the ability to interpret and 
validate AI systems' outputs, increasing the accuracy and effectiveness of fraud 
detection mechanisms. 

- Process Optimization and Resource Allocation (Lakkaraju et al., 2016): Model-agnostic 
algorithms can uncover insights into complex business processes, enabling 
organizations to identify inefficiencies and optimize resource allocation. By providing 
explanations for the decisions made by AI models, businesses can pinpoint areas for 
improvement, streamline operations, and allocate resources more effectively. 

 

Conclusions 

By integrating ethics into AI practices, businesses can foster trust, maintain a positive reputation, 
and ensure the long-term viability and benefits of AI technologies within their operations. 
Embracing ethical AI not only aligns with societal expectations but also creates a competitive 
advantage by demonstrating responsible leadership in the ever-evolving landscape of AI-driven 
business practices. 

- Transparency and accountability are paramount. Businesses should prioritize 
transparency in their AI systems and algorithms, ensuring stakeholders have a clear 
understanding of how decisions are made. This transparency builds trust and enables 
accountability for the outcomes produced by AI technologies. 

- Fairness and non-discrimination should be prioritized. Businesses must actively identify 
and mitigate biases in their AI-driven processes that may result in discriminatory 
outcomes. Regular audits and evaluations are necessary to ensure equal opportunities 
and treatment for all individuals. 

- Privacy and data protection are essential. Businesses must handle customer data 
responsibly, obtaining informed consent, implementing robust security measures, and 
adhering to relevant data protection regulations. Respecting privacy rights is critical for 
maintaining trust with customers and stakeholders. 

- A human-centred approach is vital. AI should be designed to enhance human 
capabilities and improve decision-making, rather than replacing human workers. 
Businesses should prioritize the well-being of their employees and ensure that AI 
systems augment their skills and productivity. 

- Ethical procurement and supply chain practices are necessary. Businesses should assess 
the ethical implications of AI technologies throughout their supply chains, ensuring that 
vendors and partners adhere to ethical standards and guidelines. 

- Continuous monitoring and improvement are key. Ethical considerations should be an 
ongoing process, with businesses regularly evaluating the impact of AI on society, 
addressing emerging ethical challenges, and continuously improving their AI systems. 

 

KEYWORDS: Decision-making, business processes, XAI, Ethics, AI practices. 
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EXTENDED ABSTRACT 

The notion that artificial intelligence (AI) has to be explainable has become entrenched in the 
public discourse concerning the ethical impacts of this emerging technology (Mittelstadt et al., 
2016). Most notably, the stated reason for this concern is the property of neural networks to 
function as ‘black box’ models (Pasquale, 2015) that nonetheless perform certain modalities of 
reasoning. That is to say, these models ‘reason’ from particular inputs, which may consist of 
characters, pixels, or digital information in other modalities, to particular outputs, without 
transparently disclosing the process of this reasoning. This is often contrasted with ‘good old 
fashioned AI’ (GOFAI) models that use decision trees which – in principle – can be followed by a 
human expert from input to output. The problem with neural nets, implemented in programs 
like ChatGPT and Dall-E, is that they can potentially influence or even autonomously make 
decisions about human affairs that cannot ex-post be explained by human interpreters – even if 
these are experts. At most, humans may figure out the particular artificial neurons that had an 
important influence on a decision.  

Yet, the feasibility and relevance of the principle of explainability has been questioned. Robbins 
(2019) has argued that in fact, people are not required to explain every decision they make. 
Instead, explainability only becomes an issue in exceptional circumstances when the outcome 
of a particular decision requires explanation. It would therefore be unreasonable and unhelpful 
to insist on a standard for AI systems that does not apply to human decision-making. Moreover, 
meaningful human control over AI decision-making, which is arguably one of the aims of 
explainability, can be achieved by other means – for instance through proper legislation. Others 
have argued that explainability should not be reduced to explicability (i.e., accounting for the 
explanandum) but should involve the social context, considering it as a set of social practices 
(Rohlfing et al., 2021). Indeed, explaining takes place in a social context, and moreover has 
different modalities.  

From this perspective, explainability as such is neither a mere technical matter, nor is it in any 
case relevant, nor is it a singular phenomenon. This paper proposes an initial way to grapple 
with these difficulties, by considering – first of all – the role of temporality in different modalities 
of explaining, and – secondly – the normative perspective of civic virtue to evaluate these 
different modalities, which then raises distinct requirements for explainability given distinct 
social contexts. 

Let us start with the consideration of temporality, as it offers a ground to consider different 
modalities of explanation. In the Rhetoric, Aristotle set out the idea that argumentation occurs 
in different temporal modalities. It can be past-oriented, in which case it is forensic, explaining 
what has happened by reference to memory and traces. It can be present-oriented, in which 
case it is epideictic, explaining why a person or act deserves blame or honor, or the assignment 
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of virtue or vice. It can, furthermore, be future-oriented, in which case it is deliberative, 
explaining why particular future outcomes should or should not be supported. AI systems can, 
in principle, be involved in all three of these modalities of explaining, but they confront us with 
different normative requirements when they do. Forensic explanations, for instance, put 
forward requirements concerning historical proof, whereas deliberative explanations put 
forward requirements concerning (political) vision and conviction.  

To make sense of these normative requirements, we may also draw from Aristotle. For in 
Aristotle, as Johnstone argues, (2023), ethics, rhetoric, and politics are fundamentally 
interrelated. Modalities of explanation, in other words, have a bearing on ethical and political 
life, in that they affect human virtues. Virtue is therefore a valid point of departure, as Vallor has 
forcefully argued (2016) in the context of technology ethics, in considering how AI affects 
explainability in a normative sense. Yet, virtue is also primarily grounded in the life of the 
individual, being anchored in eudaimonia, and does not yet offer the resources to bridge the 
gap between the ethics of the individual and the politics of the community. Civic virtue, 
developed in Aristotle’s Politics, does offer this transitory concept, for it always mediates 
between the aim of the individual and the aim of the political community. As such, it is also 
inherently concerned with technology, as the technological infrastructure is a primary concern 
of the mode by which civic virtue is cultivated and enacted.  

Strikingly, the distinct modalities of explanation and the distinct notions of civic virtue in political 
philosophy can each be grounded in a consideration of temporality. Like modalities of 
explanation, civic virtue can be past-, present-, and future-oriented. Past-oriented civic virtue 
finds its most vocal adherents in liberal and neo-republican thought, where it in an instrumental 
quality that draws from a history of reputational events, cultivating a sense of civility amongst a 
population (Pettit, 1997). Present-oriented civic virtue finds its footing in classical republican 
thought, where it requires institutional structures for the support of practices that aim at 
internal goods (MacIntyre, 2007). Future-oriented civic virtue finds its basis in existential 
republican thought, which puts forward the requirement of a durable public sphere that 
supports political action in concert (Arendt, 1958). 

How do these different modalities of civic virtue help us to think through the modalities of 
explainable AI? First, they help us to consider the plurality of explanations insofar as they relate 
to different modalities of civic virtue. To give an example: when faced with a reputation-building 
AI (e.g., a credit scoring mechanism), the aim of such a system is to mediate past-oriented civic 
virtue; in that reputation building implies a historical record of reputational events. Such a mode 
of civic virtue put forward requirements deriving from forensic explanations. In other words, for 
such an AI to cultivate rather than to corrupt civic virtue, its explainability would need to 
safeguard requirements of – amongst others – historical proof. When faced with a more 
explicitly political AI (e.g., the use of AI in mass online deliberation), the aim of such a system is 
to mediate future-oriented civic virtue; in that it supports deliberative decision-making about 
alternative political pathways. Such a mode of civic virtue puts forward requirements deriving 
from deliberative explanations. Differently put, for such an AI to cultivate rather than to corrupt 
civic virtue, its explainability would need to respect requirements of – amongst others – political 
conviction. It goes without saying that the latter requirements would be rather more stringent 
and putting up a higher bar than the former.  

What this tells us is, foremost, that not every explanation is equal. Whether an explanation is 
required at all, and what modality it should be in, depends on the temporal mode of the human 
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activities that an AI system affects. In a shorthand manner, one could argue that the more AI 
infringes onto the political realm, the more stringent explainability requirements will be. At the 
same time, the modality of those requirements will also change, for instance shifting from 
forensic to deliberative requirements.  

 

KEYWORDS: Explainability, AI, civic virtue, temporality. 
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EXTENDED ABSTRACT 

In the field of higher education, Artificial Intelligence (AI) presents both new possibilities and 
challenges (Silander & Stigmar, 2019). It offers opportunities to improve governance 
effectiveness and efficiency, benefiting students, teachers, administrative staff, and researchers 
(Nasrallah, 2014). Therefore, there is a need for integrating AI into higher education (Stefan & 
Sharon, 2017). However, the use of AI-based technologies for teaching and learning raises 
ethical issues (Celik, 2023). AI tools can exhibit systematic errors, leading to discrimination 
against students from diverse backgrounds and compromising inclusiveness in education (De 
Cremer & De Schutter, 2021; Dietvorst et al., 2018). Other ethical concerns associated with AI 
include content moderation, environmental impact, and the risk of copyright infringement 
(Cooper, 2023). 

Currently, teachers face the dilemma of whether to encourage or discourage students from 
using AI. In this decision, teachers' ethical considerations regarding their students' use of this 
technology can be crucial in determining their role as integrators or opponents of AI. Ethics 
allows addressing the controversy between the potential benefits of technological progress and 
the duty not to jeopardize that progress (Olarte-Pascual, Pelegrín-Borondo, Reinares-Lara, Arias-
Oliva, 2021). However, the impact of different dimensions of ethical judgment on this decision 
remains unexplored. This research aims to address this question, focusing on the widely 
recognized AI platform ChatGPT, which has gained global attention and public interest. Recent 
news in Spain indicates that university students are extensively using ChatGPT (Planas Bou, 
2023). 

Reidenbach and Robin (1990) developed the Multidimensional Ethical Scale (MES), which 
proposes that individuals use multiple reasons to make ethical judgments. Originally consisting 
of eight items measuring three subscales, the MES was distilled and validated from an initial 
inventory of 33 items (Reidenbach & Robin, 1990, p. 639). The MES (1990) and its modified 
versions (e.g. Kadić-Maglajlić et al., 2017; Mudrack & Mason, 2013; Pelegrín-Borondo et al., 
2020) have been widely used to explain the influence of ethical judgment on behavior. Shawver 
and Sennetti (2009) proposed the Composite MES, a modification that incorporates items from 
the five major normative ethical theories. The Composite MES has been extensively used to 
explain the impact of ethical judgments on behavior (e.g., Kara et al., 2016; Manly et al., 2015; 
Mudrack & Mason, 2013). It includes the dimensions of moral equity, relativism, utilitarianism, 
egoism, and contractualism (Nguyen & Biderman, 2008; Reidenbach & Robin, 1990). 

Building upon this theoretical framework, the authors propose to investigate how the different 
dimensions of ethical judgment influence university professors' intention to encourage their 
students to use AI in their tasks and academic activities. To achieve this, the following model is 
proposed (Figure 1). 
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Figure 1. Proposed model 

 

A self-administered survey was conducted among university professors from Business Faculties 
in Spain to test the proposed model. An invitation was sent to all professors through a national 
association representing business faculties. A total of 270 valid surveys were collected, with 53% 
males and 47% females. The average age was 49.95 years (SD = 9.88). The MES Composite scale 
by Shawver and Sennetti (2009) was used to measure ethical judgment dimensions, employing 
an 11-point semantic differential scale. The professors' intention to encourage their students to 
use AI in academic activities was measured using a 2-item Likert scale based on Venkatesh and 
Davis's (2000) Technology Acceptance Model TAM2. The statistical analysis of the model was 
conducted using PLS (Partial Least Squares). 

Regarding the results, the reliability and validity of the scales were examined. One item from 
the relativism dimension was removed due to convergent validity issues. The final scales 
demonstrated satisfactory reliability, convergent validity, and discriminant validity, as shown in 
Table 1. 

 

Table 1. Composite reliability, Cronbach’s alpha, AVE (convergent validity) and discriminant 
validity. 

Construct 

Composite 
reliability 

> 0.7 

Cronbach’s 
Alpha 

> 0.7 

AVE 

> 0.5 

HTMT 

ME R E U C 

Moral Equity (ME) 0.969 0.970 0.942      

Relativism (R) 0.863 0.863 0.880 0.898     

Egoism (E) 0.938 0.938 0.941 0.857 0.853    

Utilitarianism (U) 0.859 0.870 0.876 0.835 0.866 0.884   

Contractualism (C) 0.965 0.965 0.966 0.830 0.852 0.777 0.835  

Intention to use (IU) 0.958 0.958 0.960 0.764 0.707 0.743 0.669 0.699 

 

Table 2 displays the values of R2 and Q2, the path coefficients (direct effects), and p-values for 
each antecedent variable of professors' intention for their students to use AI. The R2 for the 
model of AI use intention was high (R2 = 0.629), and the Q2 provided by PLS Predict was greater 
than 0.5 (Q2 = 0.565). This indicates that the dimensions of ethical judgment have explanatory 
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and predictive power over professors' intention for their students to use AI. In Table 2, it is 
shown that the dimensions of moral equity, egoism, and contractualism positively influence the 
intention to use AI.  

 

Table 2. Effect on the endogenous variables. 

 R2 Q2 Path coefficient p-value 
INTENTION TO USE AI 0.585 0.565   
Moral Equity =>(+) Intention to use IA    0.401 0.000 
Relativism =>(+) Intention to use IA   -0.014 0.850 
Egoism =>(+) Intention to use IA   0.304 0.001 
Utilitarianism =>(+) Intention to use IA   -0.076 0.310 
Contractualism =>(+) Intention to use IA   0.195 0.013 

 

The findings show that professors' ethical judgment dimensions have a differentiated impact on 
their intention to promote student use of AI in tasks and teaching activities. Three dimensions, 
namely moral equity, egoism, and contractualism, positively influence this intention. Among 
them, moral equity has the strongest explanatory power, indicating that perceiving AI use as fair 
motivates teachers to encourage it. Egoism is the second influential dimension, suggesting that 
personal benefits from student AI use increase teachers' inclination to promote it. 
Contractualism is the third influencing dimension, indicating that perceiving an implicit 
agreement within the university for AI use leads to greater encouragement. However, no 
evidence supports the impact of relativism and utilitarianism dimensions on professors' 
intention to promote student AI use. These conclusions emphasize the significance of 
considering professors' ethical perceptions when integrating AI in education and provide 
valuable insights for developing effective strategies for AI integration in teaching. 

 

KEYWORDS: Artificial intelligence, ethical concerns, higher education, intention to use. 
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EXTENDED ABSTRACT 

AI systems are being increasingly deployed in various societal fields. Much of the AI technology 
that is contributing to this success, particularly machine learning (ML), is opaque, meaning that 
how it works or why it exhibits a particular behavior or performance is not (immediately) obvious 
for a variety of reasons (Burrell 2016). Numerous cases have shown that this opacity can become 
problematic: Some ML models have been easy to trick and have exhibited Clever-Hans effects, 
domain shifts, and overfitting. Others have incorrectly influenced grave decisions such as the 
probability of death in a patient with pneumonia (Cabitza, Rasoini, and Gensini 2017), or have 
been subject to adversarial attacks (Gilpin et al. 2018). Scandals and debates about the biases 
and fairness of, for example, COMPAS recidivism prediction software (Angwin et al. 2016) have 
contributed to growing ethical concerns about AI. According to the literature review by 
Tsamados et al. (2022), these ethical concerns can be distinguished into two normative concerns 
(unfair outcomes and transformative effects), three epistemic concerns (inconclusive evidence, 
inscrutable evidence, and misguided evidence), as well as the concern of traceability (the 
possibility of tracing the chain of events of factors that brought about a given outcome) that 
affects all other concerns. Whereas the normative concerns relate explicitly to ethical impacts 
such as unintended consequences or biases of AI systems, the epistemic concerns relate to the 
justifiability of the outcome of AI systems, and this, in turn, may evoke morally critical decisions.  

For all these reasons, it would be game changing if both adopters (e.g., medical practitioners) 
and affected individuals (e.g., patients) would be able to adequately assess the performance and 
limitations of AI systems. There is a widespread at least implicit assumption in the field that 
”explainability is a suitable means for facilitating trust in a stakeholder”, what Kästner et al. 
(2021) have depicted as the ”Explainability-Trust-Hypotheses”. Against this background, 
explainable AI (xAI) has become highly valorized. Explainability is considered as necessary for 
robust and trustworthy AI applications and, hence, for their commercial success (Arya et al. 
2019). As several meta-reviews have shown (Hagendorff 2020; Jobin, Ienca, and Vayena 2019; 
Morley et al. 2020), explainability is a central element of all voluntary commitments and ethical 
guidelines for AI in industry, research, and policymaking. For instance, the European 
Commission’s High Level Expert Group on Artificial Intelligence literally links the research field 
of xAI to its agenda of building trustworthy AI:  

For a system to be trustworthy, we must be able to understand why it behaved a certain 
way and why it provided a given interpretation. A whole field of research, Explainable 
AI (xAI) tries to address this issue to better understand the system’s underlying 
mechanism and final solutions. (High Level Expert Group 2019, 21)  
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The latest regulatory requirements echo this valorization of explainability, especially within the 
EU where legislation might expand existing laws into a right to explanation (Wachter, 
Mittelstadt, and Floridi 2017) and where the proposed AI Act sets new obligations to ensure 
transparency, which is often directly linked to explainability (EC 2021).  

From a philosophical perspective, the call for xAI rests on a normative claim: “good AI is xAI” or 
even the stronger claim “only xAI is good AI.” This valorization runs the risk of being 
overgeneralized because explanations are not per se useful, appropriate, or demanded. Clearly, 
the practical use of xAI depends on whether the explanation is needed at all, whether it is 
appropriate for the explainees, and whether it is understandable. Previous literature reveals 
some voices that are critical of the value of explaining. For instance, Robbins argues that the 
principle of explicability1 is misdirected. He points out three misgivings: (1) It is not the process 
of coming up with a decision, but the decision (or action) itself that is in need of an explanation. 
(2) It makes no sense to demand from all AI systems that they should explain themselves, 
because there are many applications with a low risk (in terms of potential harm of moral weight). 
(3) For high-risk applications, it is contradictory to demand explicability from the AI system, 
because they are designed precisely to serve areas in which we do not know what parameters 
to consider (Robbins 2019, 509).  

We agree with Robbins’ basic intervention that not all AI systems must necessarily be 
explainable, that explainability is not a value in itself, and that explainability is not always useful. 
However, we disagree with his classificatory theoretical perspective: Neither algorithms nor 
decisions can be classified per se as needing or not needing explanations—which is what he 
suggests as being a better strategy. Instead, we follow a practice theoretical approach in arguing 
that explainability should neither be conceptualized as a trait of a technical artifact nor as a 
property of a mere decision or an act, but as a disposition of a given sociotechnical system that 
must be materialized in practices of explaining within given socially structured contexts.  

If we account for explainability as an instrumental value, we need to explicate what 
explainability is meant to deliver from both an ethical perspective and the perspective of 
respective users (or other stakeholders). Hence, we need to answer the following normative 
questions when it comes to adequately evaluating the goodness of explanations:  

1. When is an explanation ethically obligatory? 

2. When is an explanation individually helpful (to whom for which purpose)?  

3. What characterizes a good explanation (in light of 1. and 2.)?  

 

Currently, these rarely explicated questions are usually answered by referring to those motives 
that give reasons for developing xAI in the first place—that is, naming what xAI is meant to be 
good for. These for-the-sake-of relations can be systematized into three categories:  

a. Functional purposes such as keeping a system running, debugging it, or improving it 
technically (developing AI)  

 
1 Robbins adopts the language of Floridi et al. (Floridi et al. 2018) and argues against the claim that all AI 
must be explicable in their sense, that is of guaranteeing “meaningful human control.” His objections, 
however, can be related to a generalization of explainability, not just to its utility for this interpretation 
of “ethical assurance.”  
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b. Social or economic purposes such as satisfying so-called users’ needs, e.g., explaining 
apparently awkward social robot behavior (deploying AI)  

c. Normative purposes, i.e. respecting ethical values and principles or meeting legal 
requirements, e.g., presenting reasons for loan rejections to render the decision-making 
process contestable (governing AI)  

 

The first type of purposes echoes the experiences of those who develop and optimize ML 
components, e.g., the first techniques for explaining AI had been developed by ML experts for 
other experts, e.g., in the context of the Pascal Visual Object Classes (VOC) Challenge, which 
serves as a benchmark for object recognition/detection in ML, to unmask Clever-Hans effects 
(Everingham et al. 2015). With the wider distribution of AI systems (AIS) in various societal fields, 
the xAI community increasingly draws attention to lay persons (users, operators, domain 
experts) and to meet ethical and legal demands. Here, there is a strong motivation to mimic 
interpersonal interaction. For instance, de Graaf and Malle (2017) argue that the entire 
interaction with nonhuman agents, including explanations, should correspond to the user’s 
expectations, namely their underlying intentional framework. If AI systems do not reveal their 
intention, users find them “unsettling and creepy” (de Graaf and Malle 2017, 20).  

In terms of the ethical demands, much has been said about the challenges of moving ’from 
principles to practice’ (Rességuier and Rodrigues 2020). Very little has been discussed about the 
conditions under which certain purposes can be considered adequate: When is it necessary, 
helpful, or adequate for an xAI system to serve the purpose of particular ethical principles, and 
how does this relate to other purposes xAI is meant to serve?  

In our paper we aim to put the goodness of the presumed purposes, xAI is meant to serve, into 
question and we want to particularly question how functional, economic, and ethical purposes 
relate to each other. As we think that such an evaluation only makes sense in a contextualized 
setting, we will pursue our analyses by comparing two stylized use cases: deploying automated 
and connected vehicles and deploying algorithmic decision-making systems in a healthcare 
facility.  

 

KEYWORDS: Explainable AI, valorization of xAI, purposes, ethical demands, users’ needs. 
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EXTENDED ABSTRACT 

Quantum mechanics is astonishing, both in terms of its accuracy and its interpretation. Not even 
geniuses like Albert Einstein could imagine the underlying reality within this theory, which, on 
the other hand, has formulations that are fulfilled with very high precision. In order to reach a 
consensus on its interpretation, the best physicists came together between 1925 and 1927, 
giving rise the so-called “Copenhagen interpretation”. However, for many authors, this 
interpretation implies a refusal to grasp the truth. Thus, David Mermin (1989) coined the phrase 
“shut up and calculate!” to summarize this Copenhagen interpretation or, rather, attitude. This 
sentence summarizes the approach of many scientists who apply this accuracy theory 
mechanically, without considering anything else regarding its interpretation. 

On the other hand, we are living a boom of the artificial intelligence (AI) that lives its “golden 
spring”. This is mainly due to the advances of the machine learning algorithms, which learn from 
vast amounts of data, produce at very high velocity, in various structured and non-structured 
forms (including audios, videos, images, natural language, etc.). Among these algorithms, the 
ones that do the best job are the so-called black box algorithms, which are not interpretable by 
humans, including deep learning based on artificial neural networks (Das et al., 2020). Therefore, 
the situation we are facing involve the delegation of decision-making in favour of AI, even 
although these decisions are based on algorithms that are non-compressible for us (Marín & 
Carrasco, 2021). The use of these black-box algorithms is spreading to all fields: military, 
healthcare, education, finance, business, marketing, science, etc. 

Indeed, the scientist world is not an exception and, more and more this kind of algorithms are 
being used in researches. The reflection is as follows: Are scientists in general, particularly those 
not specialized in AI, aware of the non-interpretability of the outcomes generated by this type 
of AI? 

The field of explainable artificial intelligence (XAI) emerged with the aim of making the results 
of these black-box algorithms more interpretable (Monje et al., 2022; Marín et al., 2022; 
Gunning & Aha, 2019). So, we could rephrase the previous question: Is the scientific community 
employing XAI to enhance the interpretability of black-box algorithms? 

To help clarify this question, we are relying on the documents published in the Web of Science 
(WoS) database. While exploring just applications of black-box algorithms, we conduct a query 
exclusively within the social science domains in the core collection of WoS. In other words, this 
approach aims to exclude studies within the AI field itself. We are going to conduct the 
exploration through two paths. Firstly, let us obtain documents that use black-box algorithms in 
social sciences. In the second place, we add that they do not use XAI techniques. Both queries 
are displayed in Table 1 and the results are showed in the Figure 1. 
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Table 1. WOS queries description (year between 2018 and 2022). 

Query description Query 

Documents using of 
black-box 
algorithms in social 
sciences 

 TS =  (Neural Networks OR Deep Learning OR Support Vector 
Machine* OR Random Forests OR Gradient Boosting Machine* OR 
Extreme Learning Machine* OR Kernel Machin* OR Kernel-based 
Learning Machine* OR Long Short-Term Memory OR Ensemble 
Classification Models OR Emsemble model) 

AND 

 PY=(year) 

AND 

 WC=("Agricultural Economics & Policy" OR Anthropology OR "Area 
Studies" OR Art OR "Asian Studies" OR "Behavioral Sciences" OR 
Business OR "Business, Finance" OR Classics OR "Construction & 
Building Technology" OR "Criminology & Penology" OR "Cultural 
Studies" OR Dance OR Demography OR "Development Studies" OR 
Economics OR "Education & Educational Research" OR "Education, 
Scientific Disciplines" OR "Education, Special" OR "Environmental 
Studies" OR "Ethnic Studies" OR Folklore OR Geography OR History OR 
"Humanities, Multidisciplinary" OR "Information Science & Library 
Science" OR "International Relations") 

Documents using of 
black-box 
algorithms in social 
sciences without XAI 

 TS=(Neural Networks OR Deep Learning OR Support Vector Machine* 
OR Random Forests OR Gradient Boosting Machine* OR Extreme 
Learning Machine* OR Kernel Machin* OR Kernel-based Learning 
Machine* OR Long Short-Term Memory OR Ensemble Classification 
Models OR Emsemble model) 

 NOT TS = (XAI OR “Explainable Artificial Intelligence”) 

AND 

 PY=(year) 

AND 

 WC=("Agricultural Economics & Policy" OR Anthropology OR "Area 
Studies" OR Art OR "Asian Studies" OR "Behavioral Sciences" OR 
Business OR "Business, Finance" OR Classics OR "Construction & 
Building Technology" OR "Criminology & Penology" OR "Cultural 
Studies" OR Dance OR Demography OR "Development Studies" OR 
Economics OR "Education & Educational Research" OR "Education, 
Scientific Disciplines" OR "Education, Special" OR "Environmental 
Studies" OR "Ethnic Studies" OR Folklore OR Geography OR History OR 
"Humanities, Multidisciplinary" OR "Information Science & Library 
Science" OR "International Relations") 
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Figure 1. Documents using of black-box algorithms in social sciences. 

 

Source: self-elaboration based on WOS (2023) 

 

These results indicate that most of the research in social science using black-box AI does not 
consider the interpretability of this AI. The primary purpose of utilizing this AI is predicting 
certain variables. However, few inquire about the interpretation of these black models. In 
addition, as expected, it is possible to deduce from Figure 1 that the usage of this type of AI is 
increasing. Many scientists are convinced of the effectiveness of these algorithms primarily due 
to the accuracy of the predictions but they do not worry excessively about the interpretation. 
Once again in the history of science, we are moving towards the "shut up and calculate!" 
approach. 

We must emphasize that the non-interpretability of AI could represent a neglect of another 
important aspect related to AI research: responsibility, bias, fairness, ethical considerations, etc 
(Giovanola & Tiribelli, 2023; Yapo & Weiss, 2018). To the extent that these aspects are essential, 
in many cases, within the field of science, we must be demanding in our endeavor to 
comprehend this black AI. Put more pragmatically, in the utilization of XAI techniques. While 
these techniques are not flawless, they at least assist us in approaching the interpretation of the 
previously mentioned aspects. 
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EXTENDED ABSTRACT  

On the importance of intelligent data-based systems  

Knowledge expressed as the appropriate use of information affects the results of organizations. 
The creation of knowledge and flexibility in the distribution of information are important for 
companies, which is why organizations must manage data as the axis on which their strategy for 
creating economic and social value pivots. This approach is shifting the generation of value from 
tangible elements to new intangible elements such as skills, information, or knowledge (Vargo 
& Lusch, 2004). 

The application of so-called intelligent systems in marketing is receiving a great deal of attention 
from academics. Undoubtedly, these topics will continue to be in vogue in the coming years due 
to the inherent potential to drive change in marketing that information-intensive tools and 
strategies can bring (Tamaddoni et al., 2014). Considering technological advances, especially the 
development of artificial intelligence (AI), there are increasing regulatory complexities typical of 
this fourth industrial revolution. Marketing academics need to focus on improving their skills to 
become effective knowledge integrators across new frontiers if they are to maintain their role 
as cutting-edge scientists, needing to understand the ways in which technologies blur the 
boundaries between spheres of knowledge, so they can participate and even lead 
interdisciplinary collaborations.  

CRM strategies are concerned with creating greater value for the company's shareholders/owners 
by developing the right relationships with key customers or segments. Given that customers can 
have negative behaviour towards the company trying to take advantage of it (excessive complaints 
and requests and through improper use of products and services), it is essential to manage 
relationships with customers more efficiently, ending with those that are not profitable and 
choosing better. prospects or potential customers (Oztaysi et al., 2011). Thus, a misunderstanding 
of the strategic approach by companies can lead to inappropriate exploitation of customers (for 
example, using intrusive technology), leading to explicit abuse, as CRM technology can provide 
powerful resources (Frow et al., 2011; Palmer, 2010; Knox, 2003). The appropriate use of 
information allows specific marketing efforts to be more effective and profitable than massive 
efforts (Esteban-Bravo et al., 2014). For example, implementing appropriate advertising 
campaigns according to the precise moment and the appropriate channel, with content tailored 
to the client's wishes (Kumar et al., 2017). The indiscriminate offer of products and services, 
without considering preferences, annoys customers and can cause them to lose themselves 
(Pansari and Kumar, 2017; Tomczyk, 2016). The successful implementation of intelligent CRM 
systems depends on several factors, such as the intelligent use of data and technologies, the 
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acquisition and dissemination of customer knowledge among stakeholders, and finally, 
cooperation within the organization (Bohling et al., 2006).  

 

On the importance of knowing your customers to influence them  

Other disciplines of great importance for research on customer behaviour modelling and, 
therefore, its assessment as key value-generating assets, are behavioural economics and 
finance, which are already having a significant influence. Individual behaviour depends not only 
on economic incentives and accessible information, but also on individual preferences, abilities, 
experiences, and other characteristics. The main conclusion that is derived is that factors at the 
individual level significantly improve our ability to explain and predict accounting phenomena 
beyond the company, industry, or sector (Hanlon et al., 2022). Buying behaviour is 
predominantly influenced by satisfaction and only to a small extent by emotions. The higher the 
level of positive customer emotions towards the brand, the greater the indirect customer 
contribution. The higher the customer engagement, the more likely they are to provide the 
company with access to their personal information and enable them to provide more 
appropriate and profitable marketing communication (Pansari and Kumar, 2017).  

 

About the importance of regulatory compliance  

For all the above, it is necessary to consider the growing relevance that the legal and regulatory 
dimension that the collection of certain data implies and that may evolve in the future, greatly 
influencing the way of capturing and managing the necessary information. for the construction 
of customer valuation models. These issues could become a serious limitation for certain 
companies or industries and/or countries, especially about specific personal data of customers 
that may be specially protected by law. This situation means that companies must manage 
consent for any modelling process that uses personal data and that ethical questions must be 
raised about how to proceed when collecting information from different sources and how to 
use it. Working with certain data or using it for certain commercial purposes without the express 
consent of the clients, apart from the moral dilemmas that it implies for the managers and 
companies themselves, can lead to substantial sanctions for organizations, both of an economic 
and reputational nature. Therefore, it is recommended as a good practice that before carrying 
out work such as the one proposed in this investigation, the pertinent data policy of the 
organization be reviewed or, where appropriate, developed. Another serious problem facing 
industries is the significant increase in regulatory and compliance actions by national and 
international supervisory authorities.  

 

About the importance of business sustainability  

Finally, from a holistic perspective of customer data management and its impact on business 
results, it must be considered that, as society's expectations towards caring for the environment 
evolve, companies have begun to design strategies to develop sustainable management 
practices. In the last decade, companies have diverted their focus from purely economic 
dimensions to also include social and environmental aspects (Madanaguli et al., 2022). For this 
reason, the analysis of ethical and moral issues that promote the development of sustainable 
and socially responsible businesses and companies with their environment as demanded by 
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society today has become essential. Thus, a logical extension of research in customer value 
modelling is the possible inclusion of metrics, variables or items that consider their value from 
a sustainability point of view (carbon footprint, energy consumption, etc. This may be especially 
relevant in certain industries where sustainability plays a determining role (tourism, energy, 
agriculture, construction, finance, etc.). 

 

KEYWORDS: Ethics, customer valuation, information value, customer relationship management, 
customer lifetime value. 
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EXTENDED ABSTRACT 

‘Dark patterns’ is an emerging phenomenon in the contemporary attention economy 
[Davenport (2001), Zuboff (2019)]. The online environment is populated by internet companies 
exploiting users’ psychological vulnerabilities thanks to the use of AI, by coercing, nagging, or 
deceiving them into making decisions that, if fully informed, they might not make, to maximise 
profits. 

Dark patterns are an umbrella term for manipulative interface design choices that negatively 
impact the user’s decision making, leading the user to act against their interests (e.g., 
subscribing to a service, purchasing unwanted items, giving away more data than intended). 
Such practices can amount to consumer [BEUC (2022)] and data protection law violations [EDPB 
(2022)], e.g., by deceiving users into accepting cookie consent, unwanted purchases or 
subscriptions, other financial harms, as well as increasing levels of anxiety due to time limits and 
social pressure.  

Given the growing use of dark patterns and the ease with which they can be added to platforms 
(i.e., dark patterns as a service), the research agenda is strongly focus on the understanding of 
these practices, consequent harms, and potential countermeasures. 

The proposed paper aims to study a phenomenon that the scientific literature does not really 
address as a dark pattern, but actually has a very similar influence on the end-users from legal 
and socio-ethical perspectives.  

User experience design (UX design) and user interface design are conceptual design disciplines 
focusing on the interaction between users and machine to design systems and computer 
interfaces that address the user’s experience when using a platform [Dove (2017)]. Good UX 
revolves around the idea of providing people with interactions that are seamless, enjoyable, and 
intuitive. To achieve this, a designer should focus on satisfying a user’s needs above everything 
else. However, UX is a tool that could be used for good, or for evil. One such category of evil 
design is “dark patterns.”  

The proposed paper shall be focused on another output of UX design, recently taking an even 
growing stage in the digital environment: the creation of realistic and visually appealing virtual 
influencer.  

Marketing research defines influencers as content creators, who attract the interest of large 
numbers of consumers on social media platforms. Traditionally, brands collaborate with real-
life influencers (i.e., humans living in a physical world) who can make their own decisions 
regarding sponsored collaborations with brands and form opinions about the products and 
services they promote. 
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With recent technological developments, brands increasingly started to work with virtual 
influencers. Virtual influencers are as non-human digitally created characters sharing social 
media content and engaging in interactive communications with an aim to obtain influential 
status among consumers. Within this wide category, experts are used to distinguish between 
influencers that are created with computer-generated imagery technology (CGI influencers) and 
AI influencer that rely on artificial intelligence technologies in creating content and interacting 
with consumers. 

Virtual influencers can take different forms and shapes ranging from unimaginable characters 
that look like simple drawings to hyper-realistic characters that can be nearly impossible to 
distinguish from real-life (human) influencers. In September, Meta launched 28 AI-powered 
chatbots featuring avatars of celebrities like Kendall Jenner (Billie), Paris Hilton (Amber), and 
Snoop Dogg (Dungeon Master). Currently, they are only available for testing in the United States 
but AI shall make celebrities, in the near future, omnipresent, since they can penetrate every 
market and formats at any time.  

Even though virtual influencers do not exist in ‘real’ life, several studies showed they are 
perceived as authentic and ‘real’ as social media influencers. Consequently, it is not surprising 
that virtual influencers are capable of being preferred to human.  

While virtual influencers have many attractive characteristics for brands, they also raise some 
concerns. As hyper-realistic virtual humans are designed to have human-like features and 
behaviours and appear in the physical world, at, for example, real-life restaurants and events, 
these influencers might be particularly difficult for consumers to distinguish from real-life 
influencers. Much like deepfakes, the rise of virtual influencers highlights our inability to 
distinguish reality from fabrications.  

Many warn of the serious consequences coming if we can no longer trust any of the information 
we consume. One day, the prevalence of fake presences may eradicate our sense of reality in 
the virtual realm.  

This risk gets higher and higher when influencers are involved in marketing activities. Here, 
virtual influencer marketing might suspend consumer’s abilities to identify and critically 
evaluate persuasive marketing tactics. Indeed, there is a danger that owners of virtual 
influencers withhold information, making consumers falsely believe that they are engaged in 
communications with humans. 

This information is valuable for consumers which pay attention not only to the content that they 
share but also to who influencers are as individuals. Research shows that consumers are more 
likely to rely on recommendations from individuals that have views and beliefs similar to their 
own. Highly anthropomorphic digital characters tend to be perceived as more competent and 
persuasive as well as to be more successful in developing relationships with consumers.  

While there has been some initial research on virtual influencers in law and ethics, such studies 
are largely descriptive in nature, mostly documenting the existence of these practices.  

The main objective of the paper is to address the gap and design a legal and ethical benchmark 
that would support a clear understanding of the lawful or unlawful nature of virtual influencers 
marketing and would set the ethical and legal limits to the scope and use of virtual influencer 
for advertising purposes.  
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Based on the literature review and evaluation of the applicable hard and soft law, we suggest 
that brands need to be transparent about using digital characters in their communications 
through disclaimers. Finally, we advise that when opting to cooperate with virtual influencers, 
brands should do not engage in marketing communications referring to any testimonial or 
endorsement of products that would be per se no genuine. The robot’s endorsement of the 
product is in no way based upon its bona fide use, nor is it based upon personal opinions, beliefs, 
or experiences. 

Habermas’ theory of communicative action and the Kantian categorical imperative support this 
opinion. 

The proposed paper particularly fits with the “Marketing and Smart Ethics in the digital world” 
track because virtual influencers are marketing strategies that may be controversial from a legal 
and ethical standpoint. All in all, the proposed paper will provide a deeper understanding of the 
phenomenon, often operating in a blurred area between legitimate attempts at persuasion and 
illegitimate manipulation techniques.  

 

KEYWORDS: Digital marketing, dark patterns, virtual influencer, unfair commercial practices, 
transparency, ethics. 
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EXTENDED ABSTRACT 

In recent years, there have been great advances in different disciplines such as computing and 
mechanics that have enabled the development of robots to perform multiple tasks, both 
industrial tasks and other tasks such as interation with people in numeous environments (health, 
education, commercial...) providing services such as care for ederly people, advisory tasks in 
commercial environments, medical tasks, etc. (Torras, 2014). The increasing digitization of 
human activity has merged the physical, digital and biological worlds in ways that will change 
the humanity in its own essence (Porcelli, 2021). In this sense, the different advances are 
transforming the retail sector (Shankar, 2018; De Bellis & Venkataramani, 2020). Despite the fact 
that the use of new technologies bring benefits (Grewal et al., 2017), it also raises ehtical 
dilemmas and it is necessary to formulate modern legislation according to the new reality. 

For this reason, there has been an increase in awareness and interest in the ethical 
considerations for the development of social robots since it is expected that these new 
technologies will become part of our daily lives in the near future (Malle et al., 2015; Li et al., 
2019; Van Maris et al., 2020). All this has been reflected in conferences such as the International 
Conference on Robot Ethics and Robots Stardards and new ethical Standards in Robotics and AI 
(Winfield, 2019). Despite this interest on the part of academics, we don't know if it's also 
interesting for customers that go to stores. 

Currently, the main ethical problems that have been most frequently addressed in the literature 
are privacy/ data control, deception, human autonomy and loss of human contact (Paredo Boada 
et al., 2021): 

- -Privacy/Data control: it's understood as a right against arbitrary interference in one's 
private life, which leads users to have control over their personal information. Benefits 
such as reliability and precision are related to this ethical issue. 

- -Deception: it's based on the deceptive relationship that human-robot interaction (HRI) 
can entail. The benefit of reliability is related to this ethical problem. 

- -Autonomy: excessive use of technology could lead to a loss of users capabilities. The 
benefit of not relating to human beings is related to this ethical problem. 

- -Loss of human contact: the use of social robots could enhace social isolation. The 
benefit of not relating to human beings is algo related to this ethical issue. 

mailto:natalia.medrano@unirioja.es
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Research questions, objectives and methodology 

Social Robots research in retail represents a new field of marketing research given it's disruptive 
and distinctive characteristics. There is an important gap in the literature (Belanché et al., 2020; 
Grewal et al., 2017) that needs to be answered: Are ethical aspects important for customers to 
decide to use social robots? 

That's why our research addresses the potential core benefits sought from using social robots in 
trading through a sequential proccess. First, a qualitative analysis was carried out based on an 
open question asked to 1.069 individuals over 18 years of age that live where the 12 main basic 
benefits sought were obtained (see table 1). Several of these main basic benefits in the 
acceptance of social robots are related to ethical aspects related to human contact: i) if a robot 
serves me, i will avoid possible unpleasant treatment by sellers; iii) if a robot assists me, i will 
avoid interacting with the sellers; iv) if a robot serves me, i will have the same treatment as the 
rest of the customers (i will avoid discrimination). 

After this, secondly, with a second sample of 735 individuals over 18 years of age residing in 
Spain, the model was contrasted by applying a personal survey on the benefits that have been 
obtained in the qualitative analysis and the intention to use social robots. 

 

Table 1. Expected Benefits. 

Expected 
Benefits 

Average size  Variance  
If a robot assists me in the store,I will have more 
reliable information 

0 1 2 3 4 5 6 7 8 9 10 

If a robot assists me in the store, my purchase 
will be more confortable 

0 1 2 3 4 5 6 7 8 9 10 

If a robot assists me in the store, my purchase 
will be faster 

0 1 2 3 4 5 6 7 8 9 10 

If a robot assists me in the store, my purchase 
will be easier  

0 1 2 3 4 5 6 7 8 9 10 

If a robot assists me in the store, my purchase 
will be pleasant 

0 1 2 3 4 5 6 7 8 9 10 

If a robot assists me in the store, my purchase 
will be more accurate (without errors) 

0 1 2 3 4 5 6 7 8 9 10 

If a robot assists me in the store, I will be able to 
buy at any time 

0 1 2 3 4 5 6 7 8 9 10 

If a robot assits me in the store, they will be able 
to low the prices and I will buy cheaper 

0 1 2 3 4 5 6 7 8 9 10 

If a robot assists me in the store, I will solve my 
accessibility problems (example: language, 

mobility, hearing…) 

0 1 2 3 4 5 6 7 8 9 10 

If a robot assists me in the store, I will avoid 
possible unpleasant treatment 

0 1 2 3 4 5 6 7 8 9 10 

If a robot assists me in the store, I will avoid to 
interact with sellers 

0 1 2 3 4 5 6 7 8 9 10 

If a robot assists me in the store, I will have the 
same treatment as the rest of the customers 

0 1 2 3 4 5 6 7 8 9 10 
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Results 

The results of the exploratory factor analysis showed an adequate KMO (0.933) and the 
efficiency of Barlett's test reflected a significance level <0.001. Based on the results, a 
confirmatory factor analysis was performed. We obtained 3 factors. The goodness of fit results 
for the confirmatory were satisfactory: BBNFI=0.958; BBNNFI=0.953; CFI=0.965; robust 
CFI=0.971; GFI=0.947; AGFI=0.915; RMSEA=0.078; robust RMSEA=0.067. All the variables 
showed loads higher than 0.7 except two of them that showed values slightly lower than 0.7. 
However, all had t-values>0.96. 

In terms of reliability and convergent validity, it's adequate. Regarding the convergent validity 
criteria, the average variance extracted (AVE) of all the constructs was greater than 0.5 for the 
factors (Hair, Anderson, Tatham y Javis, 2005). 

 

Table 2. Composite Reliability and AVE. 

Factor 
Composite 
Reliability  

AVE 

1 0,923 0,668 
2 0,785 0,549 
3 0,720 0,563 

 

In terms of discriminant validity, all possible correlations between the factors have been 
calculated. In this way, the confidence interval of the correlations between the dimensions has 
been obtained. As it's shown in Table 4, the discriminant validity can be supported since none of 
the confidence intervals of these correlations contains the value 1. Therefore, there is no 
covariance problem between the factors involved and the discriminant validity test is achieved. 

 

Table 3. Discriminant validity. Confident intervals of the correlations between the dimensions. 

 
Covari
ance 

Standar
d Error 

Int. conf. Covar. Interval conf. 
Correlat. 

Var 1 er 
Fac 

Var 2º 
Fac 

F2-F1 0,695 0,026 0,643 0,747 0,643 0,747 1 1 

F3-F1 0,782 0,025 0,732 0,832 0,732 0,832 1 1 

F3-F2 0,923 0,023 0,877 0,969 0,877 0,969 1 1 

 

After this verification of the dimensions in which the basic benefits were grouped, factor 3 
included the dimension related to the ethical aspects of human contact. Subsequently, using 
Structural Equations based on Covariances, the influence of the three factors on the intention to 
use social robots was analysed. The model fits were good: BBNFI = 0.96; BBNFI Robust= 0.96; 
BBNNFI= 0.95; CFI = 0.96; robust CFI = 0.97; AGFI = 0.90; RMSEA = 0.076; ; robust RMSEA=0.067. 
The model showed an R2 = 0.65. The first factor showed a path coefficient = 0.66 and significant, 
the second factor a path coefficient = -0.103 and not significant and the third factor a path 
coefficient = 0.270 and not significant. 
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The factor related to ethical aspects (second factor) did not show a significant influence on the 
intention to use social robots. The factor that influenced the intention to use social robots (factor 
1) was related to the fact that the use of social robots makes shopping more reliable, 
comfortable, easy, pleasant, fast and precise. Therefore, related to usefulness of using the social 
robot. 

 

Conclusions 

The current focus of the retail industry is mainly based on the transformation of the point of sale 
through the use of technology (Paschen et al., 2019) and the autonomy of customer service 
(Baird, 2018). Social Robots are going to transform the current shopping experience. Taking into 
account the benefits obtained from the qualitative analysis, the ethics related to social contact 
can be a relevant point in the acceptance by customers of social robots in retail commerce. 
Nowadays there is a notable lack of attention regarding the implications of robotics from a 
practical point of view. That is, how is the practice being tranformed when a robot is introduced? 
(Pareto Boada, 2021). If robotics is introduced into everyday tasks, it's necessary to think on the 
implications according to the values and purposes of the practice it serves. Our results show that 
despite the importance given by the literature to ethics on aspects of human contact, we have 
seen that the factor related to ethical aspects associated to human contact, even though it's a 
basic benefit by customers, it's not a determining factor when using social robots in retail. 

 

KEYWORDS: Social robots, smart technologies, ethics, technology acceptance. 
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EXTENDED ABSTRACT 

Virtual Reality (VR) and Augmented Reality (AR) are two immersive technologies that have 
gained a great interest in the business field and, as a result, are being implemented in many 
business-based activities (Cranmer et al., 2020; Han et al., 2019). AR allows to explore unknown 
surroundings in an interactive, informative and enjoyable way (Cranmer et al., 2020) and VR 
facilitates virtual visitation to environments from anywhere and anytime and becomes a 
resource able to transmit the experience and intangibility of spaces to the user (Huang et al., 
2016).  

Despite the great benefits and potential that AR and VR are showing for the industry, serious 
security and privacy concerns have been identified (Guzman et al., 2019; Lebeck et al., 2018). 
For instance, the possibility of recording sensitive information from the user’s surroundings or 
interfere in the user’s view of the environment are some of the main risks associated with AR 
according to Lebeck et al., (2018). However, up to the present time, there is no SLR that 
emphasizes a comprehensive understanding of privacy, security and ethical concerns in 
extended reality, an issue of foremost importance in the adoption of this technology. 
Consequently, the current study starts covering this gap by summarizing, analyzing, and 
synthesizing the relevant corpus of literature that arises issues of privacy, security and ethical 
concerns in extended reality focusing on business and management field. This is an issue that 
raises new research questions and still needs to be addressed by academia (Ameen et al., 2021). 
The purpose of the current study is to explore the AR/VR privacy and security concerns in 
business employing a systematic literature review (SLR) method. 

SLR is pertinent for the identification, selection, analysis and evaluation of the relevant literature 
(Mohamed Shaffril et al., 2021; Tranfield et al., 2003). Its objective is to analyse the relations, 
contradictions, and gaps among the results of all the shortlisted literature and it represents an 
optimal start point to provide suggestions for future research (Jain et al., 2022). In order to 
conduct the present SLR, a structured process following the guidelines provided by Denyer and 
Tranfield (2009) was conducted. This rigorous process enables the search for all studies that are 
potentially significant (Denyer & Tranfield, 2009). The mentioned process for SLR has been 
recently employed in the business field (e.g. Heinis et al., 2021; Jain et al., 2022) with satisfactory 
results. This process includes five refinement stages: Question Formulation, Locating Studies, 
Study Selection and Evaluation, Analysis and Synthesis and Reporting and Using the Results. 

Regarding the first stage, question formulation, the selected question to be answered was: 
“What are the privacy, security and ethical concerns to adopt extended reality in the business 
field?”. Following with the second stage, locating studies, 2 search engines were employed 
(Scopus and WOS) and the terms used for the search were "Virtual Reality" OR "Augmented 
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Reality" OR "Extended Reality") AND ("Privacy" OR "Security" OR "Ethics". This stage was made 
in December of 2021. Figure 1 shows the screening process followed for locating and selecting 
studies to answer the formulated question: 

In the initial analysis of the selected articles, some notable trends and patterns have emerged. 
Firstly, a substantial portion of the articles were published in 2021, indicating a recent surge in 
research interest in the field of privacy, security, and ethical concerns within the AR and VR 
context. This suggests that the topic is gaining increasing attention and relevance within the 
academic community. 

Of the articles reviewed, approximately 53% were empirical studies, while the remaining 47% 
were theoretical in nature. This distribution reflects a balanced mix of research approaches, 
enabling a comprehensive examination of the subject matter. The inclusion of empirical studies 
indicates a focus on gathering real-world data and insights related to security, privacy, and ethics 
in AR and VR applications, offering valuable insights into practical implications and experiences. 

 

Figure 1. Screening process. 

 

 

Regarding the context of the selected articles, it was observed that the most common context 
explored was technology, with 12 papers. This emphasis on technology highlights the significant 
impact that AR and VR has on various industries and the need to address associated risks and 
considerations. Following technology, the second most prevalent context was retail, with 7 
papers. This finding suggests that AR and VR technologies hold promising potential for 
transforming the retail industry, prompting researchers to critically analyze the implications of 
implementing AR and VR in this domain. 
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Additionally, a smaller number of papers, 3 in total, focused on marketing. This indicates that 
researchers are beginning to explore how AR and VR can shape marketing practices and the 
potential challenges associated with safeguarding consumer privacy and maintaining ethical 
standards in AR/VR-driven marketing campaigns.  

Moving forward, the next steps will involve a deeper exploration of the content within the 
identified studies. This includes critically examining and problematizing the literature to gain a 
comprehensive understanding of the security, privacy, and ethical concerns within the AR and 
VR context. By analyzing and synthesizing the existing research, the study aims to identify gaps, 
inconsistencies, and unresolved issues within the current body of knowledge. Moreover, the 
study seeks to identify future research directions and areas of exploration for AR and VR in the 
business and management field. This entails identifying key challenges, emerging trends, and 
potential opportunities that warrant further investigation. By doing so, the research aims to 
contribute to the advancement of knowledge in the field, providing valuable insights for 
practitioners, policymakers, and scholars interested in the intersection of AR and VR, privacy, 
security, and ethical considerations in the business and management domain. 

 

KEYWORDS: Virtual reality, augmented reality, security, privacy, ethical concerns.  
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EXTENDED ABSTRACT 

Recent developments in Artificial Intelligence (AI) have accelerated initiatives to guide and 
regulate the use thereof. In the European Union (EU), the European Commission (Commission) 
gave its proposal for a regulation of the European Parliament and of the proposal for a 
Regulation of European Parliament and of the Council Laying Down Harmonised Rules on 
Artificial Intelligence (Artificial Intelligence Act) (hereinafter: EU AI Act) in April 2021 (European 
Commission 2021). The proposal was followed by intense political discussions and amendments, 
leading to the adoption of the General Approach of the Council of the EU in November 2022 and 
amendments adopted by the European Parliament in June 2023. Currently, the draft is in 
trilogue negotiations between the three EU institutions and is scheduled to be adopted by the 
end of 2023. 

Whereas the upcoming EU AI Act is not an ethics guideline2, it is of high relevance when 
evaluating the societal conditions that guide the ethical directions of AI systems development 
in Europe but also globally. First, unlike the Ethics Guidelines for Trustworthy AI published by 
the Commission in 2019 (HLEG, 2019), the EU AI Act is legally binding and introduces sanctions 
for providers and users of the regulated AI technologies upon non-compliance. Therefore, it can 
be expected that the EU AI Act contributes to setting the basis for ethical directions of AI 
development.  

Second, it addresses certain phenomena that have been shown to be subject to ethical 
dilemmas. We could ask, for instance: is it justified to exercise effective surveillance in public 
spaces and hence limit human freedom to protect citizens' physical safety against a terrorist 
attack (Almeida et al., 2022; Zuboff, 2019)? Can it be acceptable to deploy highly accurate 
algorithms in recruitment and thus find better fitting workplaces for most people more 
efficiently, if that means a higher risk for systematic discrimination of minorities (for a review of 
ethics of AI in recruitment, see Hunkenschroer & Luetge, 2022)? Both are situations that fall into 
the scope of the EU AI Act. It includes prohibitions to AI-powered surveillance and deems AI 
used in recruiting high-risk and thus subject to further requirements. Furthermore, if the EU AI 
Act leads to the adoption of corresponding measures in non-EU countries similar to the case of 
the General Data Protection Regulation (GDPR) (a.k.a. Brussels effect), it is anticipated to have a 
global impact on the direction which AI is being developed (Siegmann & Anderljung, 2022). 
Hence, despite arguably being a Eurocentric perspective and thus not reflecting the full global 
discourse around AI development, it is expected to offer a fruitful starting point for better 

 
2 The Commission gave its recommendations, Ethics Guidelines for Trustworthy AI, in 2019, which is 
available here: https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai.  
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understanding the ethical directions of ongoing AI development, mainly in the EU but also 
beyond. 

Still, is compliance with the EU AI Act a guarantee or even a promise of ethical AI? As the latest 
versions of the EU AI Act were introduced only recently, we still lack understanding of what kind 
of ethical implications the European regulation could have on AI development when adopted. 
Understanding the ethical directions implied by the EU AI Act is essential for several reasons: 
First, it offers the providers of AI systems, namely IS practitioners, a better understanding of 
what can be achieved by EU AI Act compliance in terms of ethical AI, and what perhaps falls out 
of the scope of the European legislation and needs to be done by other means. Second, it offers 
guidance for policymakers to fill the gaps left behind by the EU AI Act in order to work towards 
more ethical AI systems. Lastly, it offers ground for IS researchers in academia and the private 
sector to start exploring practical methods and solutions for mitigating ethical issues in AI 
systems. 

Hence, to work towards this deeper understanding and ethical AI systems, we seek a response 
to the following research question: 

 

What kinds of ethical directions does the EU AI Act imply for AI development?  

In this paper, we approach the question from the perspective of virtue ethics, which is a much-
discussed branch of moral philosophy originating from the work of Aristotle. We concentrate on 
the perspective introduced by Bynum (2006), inspired by Norbert Wiener, James Moor, and 
Luciano Floridi. According to Bynum, only human flourishing can create conditions for ethical 
action. This perspective of virtue ethics has been shown to be relevant in the context of AI ethics 
(Stahl, 2021; Stahl et al., 2022; Stenseke, 2021), which makes it a theoretically interesting 
starting point for analysing the upcoming EU legislation. As Stahl et al. (2022) demonstrate in 
their study that analyses the role of a European Agency for AI introduced in the EU AI Act, 
flourishing ethics can serve as a fruitful perspective to shed light on the ethical implications of 
the upcoming European legislation.  

The analysis is conducted using the three latest and major versions of the EU AI Act, i.e., the 
original proposition by the European Commission, the General Approach adopted by the Council 
of the European Union, and the amendments adopted by the European Parliament in June 2023, 
as they are assumed to give the most complete picture available of the main elements of the EU 
AI Act at the time of writing. The analysis is thus conducted before the results of the trilogue 
negotiations between the Parliament, Commission, and the EU Council are finalised. 

The Act is analysed from the perspective of critical theory, using methodologies of Critical 
Discourse Studies and Political Discourse Analysis. Critical theories share concern around 
freedom, autonomy, and human emancipation (Adorno & Horkheimer, 1979), which is often 
reflected in studies as an interest towards power relations in society (Van Dijk, 2017; Waelen, 
2022). They highlight the pragmatic nature of science and knowledge, aiming not only to 
describe but also to change society by challenging existing paradigms and suggesting alternative 
courses of action (Delanty & Harris, 2021; Orlikowski & Baroudi, 1991; Stahl, 2008; Waelen, 
2022). Approaching ethics in the EU AI Act from this perspective paves the way for justified 
critique and suggestions for practitioners, policymakers, and deployers of AI technologies, which 
contributes to directing IS development in a more ethical direction. Such an aim can be 
considered desirable if not a responsibility for an IS researcher (Chiasson et al., 2018). 
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Furthermore, we believe that in the age of increasing complexity noted by (Benbya et al., 2020), 
and the fast-paced development of new systems and user interfaces, offering such guidance 
helps with ensuring that both AI practitioners and policymakers are informed by scientific 
research when defining the conditions and technical specifications that shape people’s lives.  

We build upon the principles for critical IS research offered by Myers & Klein (2011), and critical 
discourse studies based on Jürgen Habermas’s work. We structure the ethics discourse in the EU 
AI Act around the argumentation scheme introduced in Political Discourse Analysis by Fairclough 
and Fairclough (2013). The argumentation of the EU AI Act can be illustrated in Figure 1. 

 

Figure 1. Argumentation of the EU AI Act, following the structure of practical arguments by 
Fairclough and Fairclough (2013). 

 

 

According to Bynum (2006), the central elements for human-centred flourishing ethics derived 
from Aristotle’s virtue ethics are the following: 

- Human flourishing is at the centre of ethics. 

- Humans are social, and hence human flourishing requires a connection to society. 

- In order to flourish, humans need to do what they are best equipped to do. 
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- Flourishing requires humans to reason theoretically and practically using intellect and 
practical judgment. This leads to acting according to the reasoning, in a societal context. 

- The key to mastering practical reasoning, and thus to being ethical is ”the capacity to 
deliberate well about one’s overall goals and carry out that action.” 

Analysing the EU AI Act through the lens of these elements demonstrates that the EU AI Act is 
likely to have impacts on a) human autonomy through practical reasoning, intellect, and 
deliberation about one’s goals; b) connecting with society; and c) doing what humans are best 
equipped to do, all of which contribute to human flourishing. The present study shows an acute 
need for further research concerning the ethical implications of AI regulation from several 
different ethical perspectives. We hope that the results of the present paper encourage 
researchers, policymakers, and industry professionals to explore the implications of their AI 
systems that fall outside the mandate and political emphases of the EU legislation in order to 
strive towards more ethical future AI systems. 

 

KEYWORDS: Artificial Intelligence ethics, virtue ethics, human flourishing, EU AI Act, ethics of AI 
regulation. 
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EXTENDED ABSTRACT 

In this paper, we investigate the process of value transformation influenced by the 
countervailing power of decentralised autonomous organisations (DAO) controlled by artificial 
intelligence (AI). There are various values in society. The Internet was believed to lead humanity 
better by further decentralizing various values. However, the uneven distribution of information 
causes many problems, such as "cyber cascades", "filter bubbles", and "echo chambers" etc. To 
solve these problems, DAO using blockchain is expected to become a method to solve those 
problems in the Internet space.  

This paper intends to capture the value change in three steps. In the first step, we take two 
philosophical approaches. First, using Hegel's dialectic, we attempt to compare A. current social 
values (thesis), B. the value of, for example, AI DAOs (antithesis), and C. new values (synthesis) 
in an Internet world where these contradictions exist (A + B = C). The second philosophical 
approach is to consider the mutuality of Bitcoin (POW) and Ethereum (POS) by adapting 
Popper's World 1, 2, and 3 models. 

In the second step, we examine the three core capabilities that amplify "credit" in decentralised 
finance (DeFi): exchange swap rates, staking, and indices (portfolio). Finally, we consider the 
value dispersion within the Bitcoin and Ethereum networks as the main two poles. The 
countervailing power between these two poles and the upcoming expanding AI DAOs, 
coordinate the interests of stakeholders. 

 

I. METHODOLOGY 

Humanity has various values: legitimacy, human rights, freedom, security, dignity and human 
life. First, consider two methodologies. Hegel's dialectics; For example, consider value 
relationships using this dialectic. Also, we applied Popper's World 1/2/3 theory to the current 
value relationships. 

- Based on Hegel's dialectics, A. Blockchain "openness" (thesis) + B. "privacy" (antithesis) 
= C. "improvement of decision" (synthesis).  

- Popper's Falsifiability and Worlds I, II. III; the "openness" of blockchain technology 
(world 1), the dilemma between World 1 and "privacy" (world 2), and the new Web 3 
interaction with now captured values (world 3). (Karl, 1978) 

The global crypto market cap is $1.16T on June 2023. As mentioned above, Bitcoin's dominance 
is around half of the total crypto market (46.53% in June 2023). The share of Ethereum is around 
19% (Omkar, 2023). The total crypto market trading volume is $32.26B. The total volume in DeFi 
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is about 8% ($2.37B), and the volume of all stablecoins is about 92% ($29.69B) of the total crypto 
market. We will examine the concept here with POW, POS and the rest of the consensus 
algorithms for simplicity and understanding. 

Diagram of knowledge growth 

P１ (Problem 1) – TT (Tentative Theory) – EE (Error Elimination) – P (Problem 2) 

- Based on Hegel's dialectics, A. Bitcoin's POW (thesis) + B. Ethereum's POS (antithesis) = 
C. co-evolution of both consensus algorithms (synthesis). The simple formula is A + B = 
C. 

- Popper's Falsifiability and Worlds I, II. III; Bitcoin's POW (world 1), Ethereum's POS 
(world 2), and co-evolution of both consensus algorithms (world 3). Bitcoin's POW 
(world 1), Ethereum's POS (world 2), and co-evolution of both consensus algorithms, 
such as NPoS (Nominated Proof of Stake), PoH (Proof of Histrory), PoA (Proof of 
Authority), PoC (Proof of Consensus) etc (world 3). 

 

II. DEFI (DECENTRALISED FINANCE) AS A CREDIT AMPLIFICATION FUNCTION  

II.1. Brief history of Defi 

What we look for in a financial institution is trust. For this reason, financial institutions are also 
called credit institutions. Financial institutions are trusted because they can settle transactions 
smoothly. The source of trust in financial institutions is that they do not lie. A similar trust is 
formed if this source of trust is unbreakable Cryptography. The POW blockchain project, Bitcoin, 
secures this trust. 

Personal overseas money transfers and on-demand transactions became possible, enabling 
several online value transformations. As a result, cryptocurrencies have significantly impacted 
traditional centralised financial (Cefi). However, decentralised finance (Defi) in the early 2000s 
was still in the prototype technologically, and its business application had just begun (Nakamoto, 
2008). Ethereum was developed by Vitalik Buterin in 2013 as the research and development of 
blockchain technology progressed (Buterin, 2014). By incorporating smart contracts based on 
cryptocurrencies, blockchain technology can be used for various purposes. 

Furthermore, by changing Bitcoin's Proof of Work (PoW) problem to Proof of Stake (PoS), the 
problem of energy consumption can now be addressed. By decentralising such diverse values, 
the Internet was believed to lead society in a more pluralistic and better direction. However, 
information is unevenly distributed, causing problems such as "cyber cascades," "filter bubbles," 
and "echo chambers mentioned above." To solve such issues, DAO on Web3, powered by 
blockchain, is expected to promote the democratisation of the "human" internet space (Simon, 
2023). 

 

II.2. Orderbook vs Liquidity Pool at Leyer 1 

Uniswap is a decentralised exchange (DEX) and part of the decentralised finance (Defi) product 
ecosystem launched on Ethereum mainnet in November 2018. It replaces the traditional order 
book type trading on centralised exchanges (CEX). At a very high level, an AMM (Automated 
Market Maker) replaces the buy and sell orders in an order book market with a liquidity pool of 
two assets valued relative to each other. As one asset is traded for the other, the relative prices 
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of the two assets shift and a new market rate for both is determined. In this dynamic, a buyer 
or seller trades directly with the pool rather than with specific orders left by other parties 
(Uniswap, 2023). Liquidity providers can be regarded as investors in the decentralised exchange 
and earn fixed commissions per trade. They lock up funds in liquidity pools for distinct pairs of 
currencies allowing market participants to swap them using the improved price function. 
Liquidity providers take on market risk as liquidity providers in exchange for earning 
commissions on each trade. In short, Investors as a customer accept market risks usually taken 
by traders. This new pool trading has a risk profile of a liquidity provider and the so-called 
impermanent (unrealised) loss in particular (Andreas & Gurvinder, 2021). 

Table 1 below explains the following; Uniswap introduced the constant product market maker 
formula to ensure continuous liquidity in exchanging tokens on Ethereum. The formula follows: 
x is token 1, y is token 2, and k is a constant. 

Curve's primary distinction from other decentralised exchanges, such as Uniswap, is its low 
slippage and low fee algorithm specifically designed for trading between assets of the same 
value. Curve makes it very useful for stablecoin swaps, as they are expected to hold roughly the 
same value [Perpetual Protocol, 2022]. 

Balancer's pools are like index funds that construct a portfolio of assets with fixed weights. The 
balancer protocol allows each pool to have two or more assets and to supply them in any ratio. 
Each asset reserve is given a weight when the pool is created and the weights sum to one. 

 

Table 1. A pattern of AMM. 

AMM Connection of individual tokens 
Uniswap X * Y = K 
Balancer (X * Y * Z) ^ (1/3) = K 
Curve (X * Y) + (X + Y) = K 

Source: JBA Defi study group. 

 

III. AI DAO AND ARTIFICIAL SOCIETIES 

Following Hegel's dialectics, we consider the current values (thesis), the AI DAOs values 
(antithesis), and the new values (synthesis) in which the two are in a countervailing relationship 
in the Internet world (Stanford, 2020). In this research, we seek a procedure for sustainability 
that transcends human interests and seeks technocracy ("rule by mechanism") advocated by 
Thorstein Veblen, John K. Galbraith and others (Galbraith, 1952). Specifically, governance by AI 
and DAO. The issues of privacy, monopoly/oligopoly, human rights, freedom, security, dignity 
and human life thus require changes in our value orientation. There are two value distribution 
models: the centralised client-server and decentralised P2P models. In the former, AI is at the 
centre and distributes (unevenly distributed) value (Freeman, Harrison, Wick, Parmar, & Colle, 
2001). On the other hand, in the P2P model, DAO by various AIs and values by humans are 
distributed.  

In natural ecosystems, many animal populations are self-organised. For example, the behaviour 
of a single ant is simple and limited, but ant colonies automatically control complex behaviours 
such as foraging, feeding, nest building, and defence. Significantly, individuals forming ant 
colonies can adjust according to the division of labour and their behaviour based on 
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environmental changes. In addition to ants, fish, bees, and swarms also exhibit similar self-
organising behaviours. All these animal populations are characterised by centralised control and 
a lack of hierarchy. In other words, it shows that group behaviour on the Internet can be 
controlled autonomously. (Shuai, et al., 2019) 

Also, in this network, traditional values, AI programs and his DAO democratic compete and 
interrelate (Computer Politics; Algocracy). This is governance based on mutual relationships 
(value chains) with DAOs and AIs and countervailing power. (Jacques, 1999) 

The problem of blockchain's openness and "privacy" is good; anonymity is not so good (Kiyoshi 
& Yohko, 2021). However, value transformations are occurring through Web3 via Blockchain in 
privacy, monopoly/oligopoly, human rights, freedom, security, dignity, and human life. Our 
collective intelligence and the countervailing power of AI DAOs using blockchain technology will 
form this value transformation (Humans.ai, 2022). his value transformation process is carried 
out in three stages according to the following Hegelian dialectics and Popper's world1/2/3 
model; 

1. the current values (thesis), such as the dilemma with "privacy". 

2. the AI DAOs values (antithesis), such as appropriate information, are provided to 
professionals and lead to appropriate decisions.  

3. the new values (synthesis), in which the two are in a countervailing power in the Internet 
world. In this network, traditional values, AI programs and his DAO democratic compete 
and interrelate (Computer Politics; Algocracy). 

4. The most important characteristic of blockchain is "creditability" due to its "openness", 
which creates a dilemma with "privacy". Therefore, the value transformation in the " 
privacy " issue in blockchain varies according to the concepts of Hegel and Popper. In 
general, privacy is divided into a wide range of contents. Two of the most important 
issues are "credit" and "falsification". This paper focuses on blockchains' characteristics 
(limitations) that expose privacy. The countervailing power of values and the elimination 
of value boundaries coincide with the fading of the border between real- and 
cyberspace. The logic is that Web3 solves the problems of the traditional concept of 
privacy. The "openness and trust" of blockchain prevent "lack of trust" and contributes 
to better decisions (Bernd , Doris , & Rowena , 2022). 

 

KEYWORDS: The countervailing power, AI, DAO, Web3, DeFi, artificial society. 
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EXTENDED ABSTRACT 

Computer Science has arguably become a ‘cash cow’ discipline, where income from computing 
students has become an increasingly large vehicle for heavily subsidising the rest of the 
University. As part of this, there has been a considerable increase in the amount of students 
taking degrees in our field, with many University’s seeking to engage in a digital goal rush.3 These 
circumstances create a range of new ethical questions for our field. Should we prioritise the 
quality or quantity of students and thus future computer scientists? What is a fair balance to 
strike between access to education and quality of graduates? How about research: with 
increasing concerns about AI, shouldn’t academics in our field be able to use some of this income 
to conduct their own research, rather than having to obtain money from more compromised 
sources of income (e.g industry)? This radical reshaping of our field needs debate and discussion.  

There are several fundamental reasons as to why this is likely to be a bad thing: 

1. Quality of computing professionals 
It is positive that a new generation is interested in the field of Computing. But that doesn’t 
mean that all these students should be given the opportunity to study Computing, and to 
become professionals in our field (or likewise with Information Technology). I argue that we 
should be addressing a long-standing issue, namely the quality of many graduates in our 
field, which is already poor on average, likewise with the academic standards in our 
discipline.  

The new model does a disservice to the best potential computer scientists of the future, 
whom rather than receiving a high-quality education, are taking part in an experience which 
is increasingly akin to a production line. The truth is that we need computer scientists who 
are as qualified as medical doctors, and are held to the same rigorous standards, given the 
increasing risk of our work to wider society. Consider the recent issues with the Boeing 737 
Max, the Horizon Computer system (Wallis, 2021), or the concerns around Fair AI (Whittaker 
et al., 2019).  

What is presently happening is a race to the bottom: how much ‘income’ can a University 
abstract from our discipline?4 This is not good for society at large. We need to be increasing 
the quality of computing professionals. The competence of computer scientists is at least as 
important as for lawyers, psychologists and architects (and so forth), yet it is a wild west 

 
3 https://www.bcs.org/articles-opinion-and-research/university-computing-departments-met-with-record-
applicant-numbers-as-ai-hits-the-mainstream/  
4 At my own faculty at Monash, about $100m each year is going to the centre of the University. We receive 
about $1.5m of ‘income’ per faculty member, the vast majority from student fees. This is a problem.  
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with little or no regulation, and inappropriate credentials: see (Kirkham, 2023) for an 
illustration of some of the damage this causes.  

Unfortunately, there is no enforced minimum. I would argue that being to able program 
reliably in line with appropriate software engineering practices, have a reasonable level of 
mathematical ability, having the skills to solve human factors problems and acting as an 
ethical professional would be a conceptual minimum. There are many graduates (and even 
faculty members) who lack at least some of these core skills, and in many cases, perhaps all 
of those skills. This is not a good thing.  

 

2. The interests of students 
Many students can learn how to program to the standard of being able to secure 
employment by taking a much shorter (and more focussed) course. They do not really need 
a degree and should not be duped into doing one. Yet for the weaker students who are being 
recruited (so the University can ‘cash in’) the degree will only offer them the same 
opportunities as these shorter courses: itt is difficult to see how this can be in the interests 
of those students. The stronger students lose out too, because they are getting an 
increasingly weaker educational offering, rather than the experience that they should be 
getting, namely being mentored directly by leading computer scientists.  

An unhappy – and perhaps representative - illustration of what has happened in our Faculty 
at Monash, as alleged by the NTEU, is below: 

 

 

 

It is worth also considering consumer law. In Australia, it is an offence under the Australian 
Consumer Law (at Paragraph 151) to make “in trade or commerce [and] in connection with 
the supply or possible supply of services [a] false or misleading representation that services 
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are of a particular standard, quality, value or grade”. The quality of education has degraded 
to such a point that provisions of this nature are likely to be engaged for any academic who 
promotes these courses, even in leading University’s, not least because todays Higher 
Education operates in ‘trade or commerce’: see for example the discussion of this in Mbuzi 
v Griffith University [2014] FCA 1323.  

 

3. Respect for our discipline 
Allowing our discipline to be treated as a cash cow shows a sustained lack of respect for our 
research work. We are treated like an inferior discipline, whose function is to suction in 
money to the University. Yet surely it matters that we ensure the quality of the academics 
and the research conducted within our field? If not, then we are not a coherent field, nor 
one which can be respected or relied upon. The truth is that a field which does not operate 
based on merit can have serious consequences for wider society, especially where there are 
increased risks arising from errors made by academics, or poor-quality work (Abbot et al., 
2023). This is a major problem for our discipline.  

 

4. Academic Independence 
A major contemporary concern is the connection between ‘big tech’ and computer science 
research, perhaps especially in respect of AI. Unfortunately, most research lacks 
independence. This won’t change unless Computer Scientists have control over their budget 
and do not need to go cap in hand to people in industry (Kirkham, 2022). This means keeping 
our own money within the discipline, rather than allowing it to be abstracted to fund other 
central administration. The present expansion risks nearly all academic jobs in our field, as 
there is always the risk of another ‘dot com’ boom and the cuts that go with that. It also 
means respecting quality over quantity: reducing the number of students and not massively 
growing the number of faculty for the sake of it would be positive, as would increasing the 
amount of money each academic staff member can autonomously spend.  

These are just some potential concerns. The starting point is that we need to recognise this 
problem: treating computer science (and information systems) as ‘cash cows’ is harmful to 
society. It therefore goes against the core mission of the University, whether you think the 
telos of the University is truth, or social justice. It is bad either way: it reduces the truth 
quality of our work, and has a negative social impact, both on students and wider society. 
With the increasing recognition as to the importance of the independence of our discipline, 
this is an opportune time to act and to capitalise on these concerns. 

Fortunately, there is much we can do. The reality is that much of the expenditure in 
Universities is unnecessary, serving the interests of an administrative class who is 
abstracting resources away from the front line (Ginsberg, 2011). We are perhaps uniquely 
positioned to point out this waste and propose alternatives. Automation and carefully 
designed interactive systems can be used to remove a considerable amount of 
administrative activity.  

We can also actively discourage students who are weak from taking our courses, making it 
clear they are not up to the standard. It is possible to insist on assessments that only ‘pass’ 
students who are strong computer scientists, and thus raising quality (whilst reducing the 
number of students overall).  
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Our professional bodies could take active role in challenging any cases of abstraction and 
insisting on ring-fenced research allowances for computer scientists. They should be a lot 
more careful in accrediting degrees, insisting on appropriate staff to student ratios in 
respect of competent academics in the field (i.e. those who have research expertise). We 
need to grasp the nettle and fight tod defend our discipline. For us to fail in this regard would 
be greatly damaging to wider society.  

 

KEYWORDS: Academic-freedom; Cash-cow, education; professionalism. 
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EXTENDED ABSTRACT 

Brain machine interface (BMI) or brain computer interface (BCI) systems have been recently 
developed and find application in diverse ways such as for rehabilitation, gaming, and 
marketing. In the field of social welfare, BMI systems are expected to be used as an assistive 
cyborg technology for people with disabilities who cannot move their limbs, as it enables 
communication between the brain and external devices via brain signalling (Orito et al., 2020). 
With these developments and wide availability of BMI, the possibilities and utilities of BMI 
systems, and the potential social risks of it are being observed (e.g., Bernal et al., 2023; 
Wahlstrom, 2018; Grübler and Hildt, 2014). The potential harm and ethical issues for people 
with disabilities should be analysed before BMI devices are commonly utilised in society. 
However, until now, access to such devices is limited for people with disabilities, and even if 
they are aware of BMI devices, they often require specialised engineers to operate them. 
Therefore, the potential benefits and risks associated with BMI devices among people with 
disabilities have not been sufficiently discussed. 

Accordingly, the authors conducted experiments using BMI systems and semi-structured 
interview surveys with people with disabilities before, during, and after the experiment to 
investigate the ethical and social issues related to the use of BMI (Orito et al., 2022). In this 
experimental survey, participants were asked to wear a headset-type non-invasive BMI device 
(EEG input device) to operate a robotic arm remotely, and related semi-structured interview 
surveys were conducted. The question items were developed to investigate their attitudes 
towards the utilities and potential risks of BMI, considering the findings of previous studies 
(Orito et al., 2022；Orito et al., 2021a; Orito et al., 2021b; Orito et al., 2020; Murata et al., 2018; 
Murata et al., 2017; Isobe, 2013). Based on previous survey results, several ethical and social 
issues regarding the use of BMI devices in people with disabilities have been identified. 
However, in a 2021 survey, two participants with acquired disabilities commented that people 
with congenital disabilities should be targeted as participants for this type of experimental 
survey (Orito et al., 2022). 

Therefore, two individuals with congenital disabilities were invited to participate in this study, 
and experiments and interview surveys were conducted in February and March 2023 at Ehime 
University in Matsuyama, Ehime Prefecture, Japan. All procedures were performed in 
accordance with the ethical standards of the Research Ethics Committee of the Faculty of 
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Collaborative Regional Innovation at Ehime University. Participant attributes are listed in Table 
1. The two participants had spinal muscular atrophy (SMA) which is a condition involving muscle 
weakness and atrophy, although the symptoms differ between individuals and can vary greatly. 
The two participants used a wheelchair for mobility and required 24-hour care; however, they 
had different symptoms. Before the survey, the participants’ health conditions were confirmed, 
interviews with Participant 1 were conducted online once after the experiment and other 
interviews were conducted face-to-face. 

The survey results show that the BMI devices are expected to be useful for calling caregivers 
when they have emergencies, controlling digital devices such as personal computers and smart 
phones, and supporting communication with others in daily life. Participant 1 also stated that 
the BMI system is better used to support caregivers who have some degree of physical burden 
and that it should be used to improve the motivation and working conditions of caregivers. 
Participant 2 noted the value of computer-mediated support for people with physical 
disabilities; because only computer devices would be used to assist people with disabilities, 
there was no risk of human caregivers’ unintentional privacy-related information leakage, 
assuming that their personal data were properly protected. While Participant 2 herself was not 
worried about such risks and is trusting of her caregivers, she expected that this cyborg-
supported scenario would bring substantial benefits to people with disabilities who prefer to 
live as independently as possible and are less willing to develop close relationships with 
caregivers. 

 

Table 1. Experimental participants (n = 2). 

ID Age Gender Types of disabilities, conditions 
Expectation/anxiety 
about the experiment 
(Weak 0–Strong 7) 

1 40s Male 

Spinal Muscular Atrophy.  
He can move only the thumb of the right 
hand. Usually, he operates a PC with his jaw 
and breath, and a smartphone with his 
thumb. 
He also has a tracheostomy, and cannot 
speak when equipped with a ventilator 
during rest or sleep. 

6/2 

2 30s Female 

Spinal Muscular Atrophy. 
Her body is inclined, and she does not use a 
respirator but has a respiratory illness; one of 
her lungs is partially collapsed. 
She can move her hands and neck freely. 

5/2 

 

Both participants also expressed concerns about the operational risks and issues regarding the 
use of BMI and implantable BMI. For example, they would be forced to assume the risks caused 
by malfunctions or errors in the device itself, and maintaining electronic power to operate the 
devices would always have to be considered. The potential for these incidents makes them 
anxious and evokes the need for a multi-layered backup system. Participant 1 was also worried 
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about the implantable BMI, such as negative effects or serious damage caused by the surgery 
on his body, especially as his muscle abilities are already compromised.  

In addition to these practical issues, the two participants did not prefer to use BMI devices or 
cyborg machines to maintain their lives or be cared for; rather, they would like to be supported 
by a human caregiver. Participant 1 commented that when he used or was cared for by an 
emotionless machine, his human emotions seemed to disappear, and he also became an 
‘emotionless machine’. Participant 2 also stated that while it may be easy to control her body 
and communicate her intentions through BMI devices and brain signals, she was uncomfortable 
with her intentions being regarded as 'code' in the manner of an object. She said that it would 
be sad if she were supported like a physical object.  

In terms of privacy, Participant 1 had no serious concerns regarding BMI usage, and he expected 
that his information collected through BMI devices would be used for future research and the 
development of assistive devices for people with disabilities. Participant 2, however, believed 
that while it is useful for brain signals to be used to control the BMI device, it is not permissible 
to make this information available to the public or third parties, and to use brain signals to 
analyse and predict their intentions without agreement.  

In contrast, the overall responses to the semi-structured interview survey among the two 
participants suggested that people with disabilities tend to be left in environments where they 
are isolated from educational opportunities or general communication, making it difficult for 
them to self-determine and make autonomous decisions regarding the use of technology, 
including cyborg technology, in an appropriate manner. This implies that it is important to 
recognise the background and issues on autonomous decisions faced by people with disabilities 
when applying cyborg technology. 

 

KEYWORDS: Brain-machine interface, support for people with disabilities, cyborgisation, spinal 
muscular atrophy (SMA). 
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EXTENDED ABSTRACT 

Consumers typically decide whether to disclose personal information when choosing products 
or services. This privacy-related decision-making (PDM) is often explained using privacy calculus 
models (PCM). In PCM, PDM is described as a rational decision-making process that weighs the 
potential benefits of information disclosure against potential losses and risks (Culnan and Bies, 
2003; Dinev and Hart, 2006). Many attempts have been made to enhance the explanatory power 
of PCM by incorporating various factors such as general privacy concerns, institutional trust, 
affective state, information transparency, and heuristic thinking (e.g., Awad and Krishnan, 2006; 
Kehr et al., 2015; Adjerid et al., 2018). 

However, there has been limited research on the contextual aspects of PDM, particularly how it 
operates within the broader framework of consumer decision-making (CDM). In CDM research, 
it is known that a wide range of benefits and costs are considered during the decision-making 
process (Glover and Benbasat, 2011). The positioning of PDM within CDM can be examined by 
investigating whether privacy-related factors are selected as considerations among these 
various benefits and costs. This study aims to investigate how PDM operates within the 
consumer decision-making process when choosing mobile apps. It does so through two separate 
investigations. The first investigation used a protocol method to collect and analyse verbal data 
regarding respondents' thoughts and actions during app selection. In the second investigation, 
the unaided recall set and aided recall set of factors considered in mobile app choice situations 
were identified, and the presence of privacy-related items within each set was examined. 

In the first investigation, protocol data was collected in May 2022. The respondents of this 
survey consisted of 21 Japanese students at Meiji University, comprising 8 males and 13 females, 
with an age range of 19 to 21. They were asked to report their thoughts and observations during 
the selection process of mobile apps (in particular, diary apps) using a voice recorder. Due to 
technical issues such as difficulty in discerning the audio, data from four participants were 
excluded from the analysis. As a result, the analysis was conducted on oral data related to the 
selection process of 17 cases. The results are described in Table 1.  

In all 17 cases, official sites such as the App Store and Google Play were used to select the apps, 
and within the sequence of actions, the detailed pages of each app were checked a total of 65 
times. Checking the detailed pages provides an opportunity for information gathering related to 
the disclosure of personal information. Therefore, in this survey, it can be interpreted that there 
were up to 65 instances of privacy-related considerations. Out of these 65 instances, personal 
information disclosure and privacy-related considerations, such as checking what information 
the app collects and reviewing privacy policies, occurred only 2 times, specifically in the case of 
the user 'Saku89ut.' This represented only 3.1% of the total consideration opportunities. The 
remaining 63 instances (approximately 97% of the total) were dedicated to considerations such 
as app features, usability, design, or the frequency of technical issues.  
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Table 1. Action flow during app selection. 

 

The meanings of the symbols used in the action flow: 
〇: Search on official app store   □: Consideration on search result list   ■: Detailed consideration of 
individual apps on their respective pages    ☆: Consideration on web pages (outside the official app 
store)   ✓: App decision    ■ with a number: App considered in the nth position    ■ with an R: 
Reconsideration of the individual page 
?: Unintelligible/Unclear 

 

However, it is worth mentioning that respondents expressed significant concerns about privacy, 
as illustrated in Figure 1. 64.7% of respondents expressed an interest in privacy, while 94.1% of 
respondents believed that privacy should take precedence over convenience in their daily lives. 

 

Figure 1. Level of privacy concerns. 

 

 

In the second investigation, the extent to which personal information disclosure and privacy-
related concerns were recalled when selecting mobile apps was examined. Recall can be 
categorized into two types. Unaided recall refers to the mental state where the target object 
can be recalled without any specific clues about a particular category. Aided recall represents 
the mental state in which the target object can be recalled when provided with cues such as a 
list of relevant items. The survey was conducted in June 2023. A total of 420 participants were 
included, with 42 individuals assigned to each of the 10 demographic groups. These groups 
consisted of 5 age categories, ranging from individuals in their 20s to those over 60, and included 
both males and females. The participants were then randomly divided into two groups (Group 
A and Group B) while maintaining the same allocation ratio. This division aimed to measure the 
recall sets of different app categories, specifically diary apps and health management apps. The 
list of considerations for measuring the aided recall set consists of a total of 11 items, including 
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"functionality," "design," "price," "download history," and others, which were extracted through 
a pretest. Among them, the items 'developer' and 'privacy compliance' were considered factors 
related to personal information disclosure and privacy. The responses collected in a free-answer 
format, which were gathered to understand the unaided recall set, were assigned to this list for 
comparison with the aided recall set (the assignment process was carried out by three authors 
with mutual confirmation). 

In the case of unaided recall for the diary app, out of the 210 respondents in Group A, 161 
individuals (76.7%) mentioned at least one consideration such as functionality or design, while 
only 8 individuals (3.8%) mentioned at least one consideration related to developer or privacy 
compliance. The results were almost identical in the case of the health management app. Out 
of the 210 respondents in Group B, 153 individuals (72.9%) mentioned at least one consideration 
such as functionality or design, while only 8 individuals (3.8%) mentioned at least one 
consideration related to developer or privacy compliance.  

In the aided recall set, there was a notable increase in the consideration of privacy-related 
factors, as demonstrated in Table 2. For diary apps, 94 respondents (44.8%) and for health 
management apps, 81 respondents (38.6%) directed their attention towards "developers" and 
"privacy compliance". Naturally, aided recall sets are generally larger than unaided recall sets. 
Therefore, a comparison was made based on the overall increase rate of consideration factors. 
In the case of diary apps, the number of responses obtained through aided recall (759) was 2.9 
times higher than the number obtained through unaided recall (266) in the entire item list. 
Additionally, the number of responses related to privacy considerations through aided recall 
(109) was 13.6 times higher than the number of responses through unaided recall (8), and this 
difference was also found to be statistically significant according to the chi-square test (Chi-
sq(1)=21.037, p<0.001). For health management apps, the overall increase rate was about 3.0 
times (765/252), while the increase rate for privacy-related items was 10.0 times (100/10), and 
this difference was also found to be statistically significant in the chi-square test (Chi-
sq(1)=13.691, p<0.001). 

 

Table 2. Difference between unaided recall set and aided recall set (all factors and privacy-
related factors). 

In the case of diary apps 

 No. of responses 
in Unaided 

No. of responses 
in Aided 

Changes 
in quantity 

Percentage 
change 

All factors 266 759 493 285.3% increase 
Privacy-related 
factors 

8 109 101 
1362.5% 
increase 

In the case of healthcare apps 

 No. of responses 
in Unaided 

No. of responses 
in Aided 

Changes 
in quantity 

Percentage 
change 

All factors 252 765 513 303.6% increase 
Privacy-related 
factors 

10 100 90 1000% increase 
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In summary, the results indicate that privacy-related decisions are infrequent within the CDM 
process. CDM is primarily influenced by considerations related to functionality and design, with 
privacy-related information playing a limited role. However, the significance of PDM within CDM 
increases notably when explicitly prompted or provided with aids, such as lists. In our full paper, 
we will examine the contextual nature of such PDM and discuss the issues of privacy 
management based on consumer consent. 

 

KEYWORDS: Privacy-related decision making, consumer decision-making, contextual 
characteristics of privacy-related decision-making in consumer decision-making, protocol 
method, recall set. 
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EXTENDED ABSTRACT 

Ethics and Morality have always been a product of human thinking. Even if you believe that 
morality is something external, objective, or divine, that is a conclusion from human minds. As 
Artificial Intelligence (AI) is knocking at the door, there is the prospect that humans will be less 
in control, even when it comes to ethical thinking and conclusions of what is right and wrong. 
Not necessarily that AI is taking over and making decisions by itself, but rather that AI is 
incorporated into the ethical thinking process. My question is how and in what way AI can come 
into the cognitive thinking process. 

First, there has to be an account of what ethical thinking is, which here is done through 
philosophy, psychology, and cognitive science. A theory within cognitive science that has gained 
a lot of momentum in the past decade, is predictive processing (PP). It stipulates that the main 
purpose of the brain is to predict what comes next in a given situation. The traditional, 
cognitivist, view on cognition, is that you wait on input from senses, build a model of the world, 
and plan action from that to achieve goals. Rather, PP assumes having something called a 
generative model (Clark, 2016), that ultimately projects predictions onto the world through the 
senses and actions. The world around us is ever-changing, so the generative working model 
continuously updates through “error”-feedback from the senses, when expectations are not 
met. 

The error-correcting process can be automatic and subconscious, but if severe enough to hinder 
your intended actions and even goals, it will produce stress and discomfort of varied degrees, in 
a similar fashion to cognitive dissonance theory (Festinger, 1962), and disequilibrium (Piaget, 
1948). Like the latter conceptualizations, the cognitive system does not want to be in an 
erroneous state and rather seeks confirmatory states: equilibrium, and harmony within the 
network. This is also a way to understand how to realize goals. A goal and intention to realize it 
is based on a certain predicted state of the world, but the state of the world is not like that at 
the moment. Thus, it produces an error. Action is taken to correct the world to correlate to your 
predicted state. And thus, harmony in the brain ensues.  

At the core, PP is a theory about how intuitions are used and formed, as predictive models and 
pattern recognition, and can, for example, explain stereotyping of people as our intuitions are 
projected onto the world around us as expectations of them. 

Our thinking and reasoning ability builds on the same foundation but is more specifically 
attributed to the brain’s ability for mental simulations (Hesslow, 2012). In an fMRI lens, we 
would activate similar neurological patterns, doing an action, and thinking of an action. Close 
your eyes, and think of a car coming from your left. Most people’s eyes will look towards that 
side. Thus, in some sense, our simulation even reaches our senses, but not further. We use our 
intuitions learned from experience to simulate, much like the generative model of the brain, but 
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we can do it offline, on the side, and consider alternative actions and scenarios. And the scene 
with the car was a simulation by way of words, which is how we can have a dialogue with others; 
by making suggestions to others. 

First and foremost, this process of offline mental simulation of alternatives is spurred from a 
cognitive conflict, errors in the world, that we try to solve and handle to regain harmony and 
equilibrium. This is how you could relate to Socrates. As he walked the streets of Athens in 
Ancient Greece, he questioned people’s conceptions of what was right. In other words, their 
predictions of the world, by suggesting alternatives that were simulated by way of words. Thus, 
the people were not met with confirmation of their inner generative model, but with error and 
cognitive conflict, an incongruence and incoherence in what Socrates would refer to as their 
knowledge. 

Another example is David Hume, and his call to find the answer to moral right and wrong in your 
sentiments, and your inner passions. An important concept for him was sympathy, of putting 
yourself in another’s situation, which is very much like a simulation, be it online or offline. 
Immanuel Kant had similar thoughts of putting yourself in another’s shoes, but also about the 
universality of morality, which strives for rationality, which can be interpreted as strict 
coherence and congruency. In other words, harmony and equilibrium of thought. 

Incidentally, current AI technology is very much of a similar nature, with deep neural networks 
and models predicting output, based on some input. ChatGPT with the models based on massive 
online text input, predicts words based on some input in a dialogue style, or based on some 
instructions. A comparison between the artificial and the human is not of interest here, but 
rather how the artificial like this can be incorporated into the human thinking process.  

I will argue for three different ways that AI can come in, given the model of thinking and 
reasoning based on PP presented above, and surrounding a recent debate on the concept of 
nudging. Thaler and Sunstein (2008) defined nudging as altering people’s behavior in a nonfiscal 
and noncoercive way, that is without forcing or incentivizing people directly. Nudging was 
eagerly adopted by the field of Human-Computer Interaction, as a way to inform the design of 
interfaces and artifacts. 

An example of nudging is default options, which are pre-selected alternatives that tend to 
influence choices. “Opt-out strategy” is when a choice is chosen, and you have to actively choose 
to opt-out; like for example organ donation in many countries. These are two examples that 
both can be placed on a dimension of using fairly automatic or non-conscious processing: you 
aim for people to go along with the easy option. Two examples of more taxing and reflective 
strategies are, 1) suggesting alternatives to a choice, or 2) enabling comparison of alternatives 
(Caraban et al., 2019). 

A concept that tries to contrast itself to nudging is boosting (Hertwig and Grüne-Yanoff, 2017). 
There is some overlap between what they call “short-term boost”, and the kind of reflective 
strategies mentioned in the last paragraph. More distinctively different are “long-term boosts”, 
that aim to improve people’s competence. That is, to instill knowledge, or skill, to an individual, 
to use as they see fit. A distinct difference between reflective nudges (short-term boosts), and 
long-term boosts, is that the former is momentary help, while the latter tries to instill something 
lasting. 

Translating nudging and boosting to PP, reflective nudges could be similar to Socrates giving you 
some cognitive dissonance by presenting alternatives and multiple viewpoints. Competences, 
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like skills or domain-specific knowledge, are developing predictive models for an individual, that 
can be used in future predictions of situations. To either produce errors, or to avoid them. 

Where then, does AI come in? For example, how could it help us answer the choice for organ 
donation? You can ask one AI out there by the name of AskDelphi (https://delphi.allenai.org/), 
which is an early generation of AI based on a limited model. It will give you an answer of “It’s 
good.”, or “It’s bad.”, based on the average answer on Reddit. This could be a good example of 
a non-transparent, non-conscious processing nudge, since it does not give any motivation for 
the judgement, nor any help for reflection. 

ChatGPT (https://chat.openai.com), at the time of writing, instead gave us a list of 7 bullet 
points, most being positive, but some being against or problematizing organ donation. This could 
be a good example of a short-time boost and reflective nudge since it does give you some 
alternatives to work with. Unless controlled and manipulated, which it is in some sensitive and 
controversial questions, ChatGPT will inevitably be biased towards whatever the average 
population is leaning towards. 

Long-term boosts remain without concrete AI examples, but in the future, if AI can become more 
like a teacher, perhaps it could be similar to how we try to do ethics education. 

 

KEYWORDS: Predictive processing, artificial intelligence, reasoning, nudging. 
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EXTENDED ABSTRACT 

The evolution of technology, specifically artificial intelligence (AI), has made a significant impact 
across various fields, including social interactions, healthcare, sports, and education. However, 
this progress also raises significant ethical and moral issues. While it is recognized that 
technology should serve humanity, this is not always realized in practice. The growing adoption 
of increasingly powerful AI systems raises concerns about the ethical and moral implications of 
their use. 

Current technological systems incorporate concepts such as machine learning, voice 
recognition, computer vision, and computational thinking. These advancements allow machines 
to process vast amounts of information and perform complex tasks. However, there is a 
fundamental divergence between human knowledge and artificial knowledge. While the former 
relies on human reasoning and the activity of reason to arrange means towards ends, digital 
knowledge selects information and learns to supply it according to established guidelines, 
dispensing with human reasoning. Decisions based on human knowledge are backed by moral 
and ethical principles that allow the organization of means to achieve ends established by the 
person. In contrast, decisions based on artificial knowledge depend on the content of data 
records (Gallego et al., 2019). 

The process of "humanizing" knowledge refers to the personal improvement that an individual 
experiences when making decisions aimed at achieving ends that enrich their virtue. This 
involves evaluating to what extent facts contribute to personal development and making ethical 
judgments that align with what is considered "good" for the individual and their environment. 
However, the complementary and automatic learning of AI may lead to decision-making without 
adequately considering how they can contribute to the individual's well-being. It relies solely on 
privileged information and predefined guidelines, which can lead to inadvertently incorrect 
decisions due to the substantial divergence between artificial and human knowledge. In this 
context, learned principles and values cannot adequately simulate decisions based on moral and 
ethical principles, as these require human consciousness, where intellectual and volitive 
faculties interact. 

From an ethical perspective, it is necessary to establish a distinction between the concepts of 
consciousness and simulation. According to Modrego (2018), consciousness is the moral 
judgment made about a reality based on moral principles rooted in our being. Consciousness 
allows evaluating individual character and behavior in relation to their actions in accordance 
with assimilated and accepted principles. On the other hand, simulation refers to learning 
activities based on repetition, which lack the introspection and moral principles characteristic 
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of human consciousness (Meissner, 2020). In this sense, simulation cannot fully comprehend 
the dimension of humanity present in people (Niculiu and Cotofana, 2001). 

Some debates have addressed the concept of artificial consciousness, which seeks to emulate 
human consciousness (Koene, 2013; Chella and Manzotti, 2013; Labrecque, 2017). According to 
some authors, artificial consciousness aims to develop a perfect simulation and interaction with 
human behavior, even with the intention of replacing human thought and action and taking 
them to more efficient and productive levels (Leviathan and Matias, 2018). 

From this conceptual perspective, it is challenging to replicate human consciousness. Although 
current technological systems can be fed and trained by humans in relation to decision-making, 
the final responsibility for decision-making still rests solely with people. The ability to make 
informed ethical decisions lies only in the judgment of the human person and is highly complex 
to achieve through artificial devices, however sophisticated they may seem. According to Moser, 
den Hond, and Lindebaum (2022), each judgment issued takes into account the social and 
historical context, as well as the potential different outcomes. Human judgment is not based 
solely on reasoning, but also on capabilities such as imagination, reflection, analysis, valuation, 
and empathy in relation to the environment in which the individual is found. Every human 
judgment has an intrinsic moral dimension and affects the environment with which it interacts. 

 

Ethical dilemmas generated in the current era of technology: 

AI and its dual intentionality: 

In recent decades, various works have highlighted the moral conduct of current technological 
advancements (Allen et al., 2000). Although the "morality" of technological proposals can have 
ethical implications in society (Asaro, 2006; Wallach, 2010), the possibility of resolving 
underlying dilemmas based on principles, values, culture, etc., remains far off (Goodall, 2014). 
The "morality" of technological advancements has been approached by defining an ethical 
theory that can adequately address individual and social ethical dilemmas. Allen proposes a top-
down-bottom-up approach that addresses methodologies that emulate human ethical behavior 
to apply them to technological advancements through the dilemmas that arise. The top-down 
approach, on the other hand, implements ethical theories based on utilitarianism as a principle 
of universal ethics. This implementation allows solving the ethical dilemmas that arise in society 
(Allen et al., 2006). However, the utilitarian theory is far from other humanist ethical theories 
that have widely surpassed utilitarian theses (Molinero, 2001). 

Gips surpasses Allen's approach by suggesting broader morality and proposes the application of 
a deontological code in technological advancements in AI, transcending a mere consequentialist 
theory. In this case, ethics would not be based solely on the consequences of actions (Gips, 
1995). The deontological code would not only analyze the origin and quality of the information 
generated by AI but would also address the ethical dilemmas derived from the use of such 
information (Kirkpatrick, 2015). 

 

First ethical dilemma: Reliability of processed data: 

The first ethical dilemma refers to the reliability of the data generated from information 
management techniques (Amodei et al., 2016). Reliability is related to the security of the 
provided data. However, the concept of "security" is subjective and is subject to social 
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constructions that depend on the interaction of the parties involved in providing a service or 
producing a product (Martin and Schinzinger, 2010). The more reliable a technology appears to 
be, the lesser the need for backup systems in case of failures, which will reduce the dependence 
on the technological tools used. 

The reliability and security of the data are linked to the certainty of the information. According 
to Stanley (2008), knowledge is considered certain when it can be approached through logical, 
empirical, scientific reasoning, among others. The certainty of knowledge allows categorizing it 
as true or false. Technological advancements do not focus so much on seeking certainties 
adjusted to the truth as on providing information efficiently for decision-making. 

 

Second ethical dilemma: Replacement of "certain" results with "merely convenient" results: 

The second ethical dilemma relates to the extent to which a system's efficiency is measured by 
its ability to generate productive results, rather than the certainty of these (Strathern, 1997). 
Technology can generate information that facilitates decision-making and offers attractive 
responses from an informational standpoint, regardless of whether they are objectively correct 
and ethical. In certain cases, this can even lead to learning how to "lie" with the aim of obtaining 
desired results. 

In conclusion, while AI has brought significant benefits to society, its use also poses considerable 
ethical challenges that require careful analysis and approach. It is crucial that AI systems are 
designed and used responsibly, considering these ethical dilemmas and seeking solutions that 
respect human moral and ethical principles. Technology, and particularly AI, should serve 
humanity, not the other way around. 
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EXTENDED ABSTRACT  

Motivation. In principle, it is well understood how software engineers should behave; codes for 
ethics and professional conduct collect principles providing related guidance (ACM (2018)). 
However, these codes do not translate seamlessly into tangible advice for software engineering 
routines on development projects, for instance those applying agile principles. Value statements 
and principles in documents can easily be ignored, e.g., by busy engineers. Conflicts arise in 
practice, for instance, between public and commercial interests and between stakeholder 
groups. To improve the situation, we investigate three research questions: 

1. How can ethical awareness be stimulated and integrated into agile software practices? 

2. How can ethical concerns be actively identified and weighted against other 
requirements? 

3. How can methods and tools trigger, assist, and validate ethical behavior on agile 
projects? 

We propose Ethical Software Engineering (ESE) as an active, integrated approach to value-based 
software engineering advancing the existing passive, retrieval-based state of the art. In this 
paper, we report on first results and outline our plans for future work. 

Background information. An ethical value is a “value in the context of human culture that 
supports a judgment on what is right or wrong” (IEEE 2021). Ethics should concern all project 
stakeholders, in particular software engineers as initial creators of possibly harmful software. 
Acting ethically is not a binary, absolute virtue but a multi-faceted, relative, and highly context-
depending effort (Ozkaya (2019), Spiekermann (2019)). Stakeholder concerns differ across 
business sectors, application genres, and organizational units; tradeoffs between 
entrepreneurial goals and human values must be found (Whittle (2019)). 

Professional societies describe the behavior they expect from their members in terms of ethics 
and professionalism in codes of conduct. The Association for Computing Machinery (ACM), the 
IEEE Computer Society, and other organizations have issued such codes. To give an example, 
general principle 1.6 in the ACM code is “respect privacy” and professional responsibility 
principle 2.9 is “design and implement systems that are robustly and usably secure” (ACM 
(2018)). It is worth noting that not only engineers but also the software they develop should 
behave ethically. 

Agile practices became popular after the above-mentioned codes of conduct were published; 
e.g., predecessors of the current ACM code (ACM (2018)) were released in 1966, 1972, and 1992. 
Agile practices bring novel challenges; some of them emphasize early and continuous delivery, 
which may contradict or hinder careful ethical thinking, planning, and execution (Spiekermann 
(2019), Gibson et al. (2022)). Certain agile practices, however, might be well-suited to identify 
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potential issues; for instance, having business representatives and end users work with the 
development team on a daily base reduces the risk of misunderstanding and failing to meet their 
expectations. Ethics are not mentioned explicitly but touched upon in the “Manifesto for Agile 
Software Development” from 2001, which is based on four value statements itself; technical 
excellence is established as one of twelve principles in the Manifesto. Working software is the 
primary measure of progress and success, not its ethical properties.5 

Current state of research. Many researchers highlight the relevance of ethics in software 
engineering and the threats posed by recent developments in related fields such as artificial 
intelligence, big data and Web development. An IEEE Software editorial positioned ethics as a 
“software design concern” (Ozkaya (2019)). Hole (2019) called for five principles: “ensure 
openness, avoid lock-in, pay for user information, provide multiple solutions with similar 
services, and combine minds and machines.” Safety and privacy as well as robustness have 
received more attention than other values so far, for instance in IEC 61508 and the General Data 
Protection Regulation (GDPR).6 Application domains differ in their adoption and maturity w.r.t. 
these values and qualities; e.g., software controlling medical devices can be expected to do 
better than situational apps for leisure and entertainment. 

The Software Engineering Body of Knowledge (SWEBOK)7 picks up the ACM and IEEE codes. In 
many countries, ethics education receives increasing attention in computer science and 
software technology curricula (ACM and IEEE Computer Society (2013), Dodig-Crnkovic and 
Feldt (2009)). The gray literature also raises awareness. An example of valid but rather generic 
and abstract advice to practitioners is to focus on service delivery quality (of people) and “act 
with integrity” and value “respect, trust, responsibility” (Hall (2009)). The recently published 
standard IEEE 7000-2021, “Standard Model Process for Addressing Ethical Concerns during 
System Design”, defines five analysis and design processes to support this advice; it also suggests 
(but does not norm) an initial value catalog (IEEE 2021).  

Few research projects address the problem domain from a method engineering or design 
science point of view; managing ethical values and risks on agile projects has received little 
attention so far. Issues have been reported (Gregory and Taylor (2013), Dindler (2022)) and the 
connection between technical debt and ethics has been identified (Gibson et al. (2022)). 
Economics researchers define digital value systems (Spiekermann (2019), Diethelm and 
Sennhauser (2019)).  

In summary, existing work has focused on creating awareness. It followed a passive, document-
oriented approach requiring project teams to pull knowledge and advice from the literature; 
methods and tools to stimulate ethically responsible behavior are missing. We propose to 
overcome these deficits by integrating ethical values into contemporary agile development 
routines. We do so in the form of an extended set of agile practices. We contribute an active 
push approach that makes the elicitation and prioritization of ethical values mandatory, 
effectively bringing value-based design into development workflows.  

Results. Our Ethical Software Engineering (ESE) balances both human values such as fairness 
and diversity with agile values such as customer collaboration and responding to change. We 
inject value-based ethical engineering in the agile software development mainstream by way of 

 
5 https://www.agilealliance.org/agile101/the-agile-manifesto/ (2001) 
6 https://en.wikipedia.org/wiki/IEC_61508 and https://eugdpr.org/ 
7 https://www.computer.org/education/bodies-of-knowledge/software-engineering 

https://www.agilealliance.org/agile101/the-agile-manifesto/
https://en.wikipedia.org/wiki/IEC_61508
https://eugdpr.org/
https://www.computer.org/education/bodies-of-knowledge/software-engineering
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a novel approach to method engineering and tool design. Our contributions fall in three 
categories: 

1. Knowledge. A compilation of essential questions to ask on agile development projects, 
derived and distilled from existing software engineering codes of ethics and 
professionalism as well as related sources on value-based software engineering and 
agile coaching (Agile Alliance (2022), IEEE (2021)). This compilation is disseminated in 
the form of two novel agile practices called Story Valuation and Ethics Review; the 
existing practice of user storytelling is amended with value information complementing 
the business benefits in the “so that” part of the story template (that also has “As a 
[role]” and “I want to [capability]” parts).  

2. Methods. We envision a decision support and tradeoff method for value-based 
resolution of conflicts between ethical and other design concerns. This method adopts 
and complements the process defined in IEEE 7000 (IEEE (2021)), working with its 
ConOps, value register, Ethical Value Requirement (EVR) and Value-Based System 
Requirements (VBSRs) artifacts. Existing agile practices for requirement prioritization, 
project planning, and reflection (e.g., definition of ready, definition of done, 
retrospective) are updated; we also integrate the existing agile concepts of product 
backlog, sprint planning, and acceptance testing. Each ethically desired behavior is 
distilled a) from the existing body of knowledge and b) current project context and 
requirements. Values and resulting requirements are articulated in several different 
formats that are inspired by the agile user story template, including value narratives, 
value weightings and decision-oriented “context-criteria-options” triples. Such 
template-based value statements help to raise awareness for ethical concerns and make 
it harder to behave unethically. To stimulate ethical thinking even further, we also 
envision concrete, actionable conflict resolution advice that leaves professional 
responsibility with the engineer (where it belongs) but moderates the decision-making 
process. 

3. Tools. We experimented with a demonstrator of a continuous ethics linter as a first tool 
that actively places ethical awareness in the development mainstream. This tool looks 
for ethical smells (i.e., suspects that a value might be harmed), inspecting source code 
and supplemental artifacts in project repositories. A first, basic, text-based prototype of 
such a linter tool unveiled technical feasibility but also ethical concerns; further research 
is required to set an adequate direction here.  

We validated our method engineering results in action research so far, with case studies 
and surveys planned; the project results are available in a public git repository at 
https://github.com/ethical-se. In our future work, we consider including pre-defined 
value catalogs and assessments of their relevance w.r.t. project phases and architectural 
layers (presentation, business logic, data access and storage) into our approach. We also 
consider developing additional templates and notations, emphasizing usability, 
scalability, and conflict management in our method engineering.  

 

KEYWORDS: Agile Software Development, Design Decisions, IEEE 7000, Moral Values, 
Normative Ethics, Requirements Engineering, User Stories, Value-Based Systems Design. 
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EXTENDED ABSTRACT 

The research addresses the challenges brought forth by projects on mass space exploration 
developed by private companies as well as current investments on space tourism, space hotels, 
and other space human activities, e.g., scientific research in outer space missions over the next 
few years. Such projects and investments go hand-in-hand with the growth of the space 
economy and business revenue hinging on dramatic decreasing costs for space missions and 
spacecrafts (Lyall and Larsen 2018; Ziemblicki and Oralova 2021). In turn, the growth of space 
economy and current activism of policy makers depends on the exponential advancements of 
technology, from smart robots equipped with AI to increasingly autonomous and intelligent 
artificial systems (Bratu et al. 2021; Martin and Freeland 2021; Pagallo et al. 2023).  

The scenario of multi-planetary human life entails fascinating problems of political philosophy, 
ethics, and legal theory on how to govern millions of people in space. The focus of the analysis in 
this paper is restricted to current efforts of EU lawmakers to address the challenges of AI systems. 
The case study of the European Space Agency (ESA) and the arbitration clauses of its contracts for 
the use of the Columbus Laboratory in the International Space Station aims to illustrate the limits 
of traditional approaches, and why principles and provisions of space law should be 
complemented with further fields of legal regulation, such as those of personal data protection 
and privacy, cybersecurity and machinery regulation, down to tortious liability and consumer law 
(Pagallo 2011; Pagallo 2013a; Bassi et al. 2019; Falco 2019). The assumption is threefold. First, the 
quest for the democratization of outer space casts further light on the democratic deficit of such 
institutions, as the European Union, vis-à-vis current trends on the privatization of outer space. 
Second, ethics and moral arguments play a critical role in filling the gaps and shortcomings of 
current legal regulations, both contributing to shaping legislation and interpreting valid law in the 
best possible light (Marsh 2006; Pagallo 2013b; Pagallo 2018; Jessen 2017; Rogerson 2022). Lastly, 
from a legal viewpoint, it seems fair to admit that most liability issues of outer space (Ernest 1991; 
Dennerley 2018; Larsen 2019) will progressively regard private parties and safeguards that private 
companies should guarantee to protect the rights of the next generation of space tourists, 
explorers, and even settlers (Freeland and Jakhu 2014; Scheutz and Arnold 2016; Lim 2020; 
Freeland and Ireland-Piper 2022; Martin and Freeland 2022).  

In order to provide a hopefully fruitful view on the subject matter, we plan to divide the analysis 
into four parts. First of all, focus will be on a main driver of the next generation of space tourists 
and explorers, namely, the dramatic decreasing costs for space missions and spacecrafts. Then, 
the analysis dwells on the core of the privatization of outer space, i.e., the very appropriability 
of space resources, as the crux of many debates of today’s public international law (Pekkanen 
2019). On this basis, the further step is to investigate how EU law regulates the status of 
potential outer space tourists, or explorers, with the case study of the regulatory framework for 
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the Columbus Laboratory in the International Space Station (ISS). Finally, the drawbacks of this 
regulatory framework are under scrutiny vis-à-vis current efforts of lawmakers to tackle the 
normative challenges of AI in such fields as cybersecurity, machinery safety, consumer law, data 
protection, and more.  

Drawing on tenets of space law, philosophy of technology, ethics, and technological regulation, 
the conclusion of the investigation stresses the relevance of the issue, i.e., the ‘democratization 
of space’ and why the speed of technological innovation together with human ingenuity will 
increasingly put this topic in the spotlight. In 2022, the Director of the new heavyweight 
aerospace contractor SpaceX, i.e., Benji Reed declared in a press briefing what they want: “We 
want to make life multi-planetary, and that means putting millions of people in space.” Leaving 
aside the promise, or the menace of Space X’s Director on “millions of people in space,” it seems 
fair to admit that we should be ready to properly tackle the challenges of this next generation 
of humans that will leave Mother Earth. 

 

KEYWORDS: Artificial Intelligence; Democracy; Human Rights; International Space Station; 
Robotics; Space Law. 
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EXTENDED ABSTRACT 

AI has been incorporated into medical practice and is able to detect the risk of various illnesses 
in the future, based on analysis of past medical data and people's current health status and 
lifestyle habits. In order to reduce the estimated risk of illness, or in other words, to control the 
risk of developing illness in the future, preventive medical treatment may be offered by doctors, 
or preventive measures may be taken spontaneously by the person who is informed of the risk. 
This trend can be seen in the current growing attention to self-care. Self-care is not only needed 
for people to be healthy (disease-free), but also for people to live independently coping with 
illnesses such as lifestyle-related illnesses, through daily medications and lifestyle control by the 
individual. In other words, self-care is considered effective in enabling people to live as 
independently as possible, regardless of whether they are ill or not, without becoming 
bedridden (Asai, 2022). Also, this can be explained by the recent rise in health consciousness. 

Given these circumstances, the use of medical AI and digital health is likely to become more 
active in the future, both in medicine and care. While we are very positive about the contribution 
of these emerging technologies to human health, how aware are we of the political and ethical 
implications of these technologies behind their technological functions? This study is not a 
discussion of the technological functions of medical AI or digital health, but rather an 
examination of the ethical implications of these emerging health-related technologies for our 
'life'. Also, this study is questioning what 'health' means under the development of medical 
technologies. There has been a great accumulation of research, mainly by medical sociologists, 
on the social aspects of health (Timmermans and Haas, 2008). 

In particular, the distinction between the social and biological aspects of health, as articulated by 
Parsons, has had a major influence on these studies (Timmermans and Haas, 2008; Timmermans 
and Buchbinder, 2010). The distinction between illness and disease has also been explained, 
where disease is defined as the experience of feeling sick, and illness as an organic and pathological 
condition based on a more medical diagnosis. Doctors have played a role of legitimising our 
experience of disease as a medical condition, with diagnosis based on their professional 
knowledge. Particularly in modern medicine, the shift from a view of disease as part of the patient 
to a view of disease as an independent entity has made the role of the doctor's diagnosis more 
important (Rosenberg, 2007). Timmermans and Buchbinder, drawing on previous research, 
describe diagnosis as both a process of deliberate judgement and a pre-existing set of categories 
that initiate a series of experiences, identities, life strategies and subsequent medical practices 
(Timmermans and Buchbinder, 2010; Rosenberg, 2007; Jutel, 2009).  

mailto:ryoko.asai@rub.de
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When medical AI is introduced to diagnosis by doctors and the vast amount of records and data 
relating to illnesses are utilised, it appears that more precise and valid diagnoses as well as 
effective medical practices will become possible. For example, the situation of people who suffer 
from experience of diseases that interfere with their daily life, but are not diagnosed as illnesses 
by doctors, could be improved (Atkins, 2010). 

Moreover, the early detection or risk prediction of illnesses by these advanced technologies is 
considered very useful for people who do not have any obvious experience of disease, but who 
want to stay healthy and consult a doctor for an assessment of their health status. However, 
especially the risk prediction of illnesses can encourage, and sometimes force, people to take 
preventive medication and to adopt supposedly 'healthy' habits and lifestyles in order to avoid 
the risk of illnesses that are yet to be discovered. 

In other words, while the advancement of cutting-edge medical technologies could provide us 
with the knowledge of how to be more physically healthy, being physically healthy could become 
an end in itself. Physical health has been replaced from being one of the key means of achieving 
personal goals and living a meaningful and fulfilling life to being healthy as a meaningful life goal 
in itself. Whilst it is very natural to make being healthy one of our goals, it does not mean that 
being healthy is perfectly equal to being happy. Our wellbeing can be broadly categorised into 
subjective wellbeing and psychological wellbeing (Helliwell, Layard, Sachs, De Neve, Aknin, & 
Wang, 2022). Although physical health obviously affects both, there are still many people who 
feel happy even when they are ill, those who are physically healthy but never feel happy, and 
those who consume substances harmful to their health (e.g., drinking alcohol or smoking) but 
still feel happy. That is, in addition to our physical health, which can be measured by medical 
technology, our psychological state, which is difficult to measure by machines, is also a very 
significant factor in our well-being. What does it mean for happiness and wellbeing if the goal is 
to maintain physical health, and sometimes, for the sake of health, to give up everything that 
gives us pleasure and enjoyment? Such questions may bring us back to the philosophical 
question of 'what is happiness', which has been discussed since ancient Greece. 

In addition, when people are informed in advance by their doctors about foreseeable risks of 
illness, patients may feel that they need to take more responsibility for their health and illness. 
The change in perception from illness being something that anyone can get to illness being 
something that can be predicted and prevented may require all of us to take more responsibility 
for our health. If this latter perception permeates society, it is inevitable that even the health 
and social care systems will be changed based on this perception. Individual responsibility and 
burden for health may be increased in the future in order to reduce the societal burden on 
healthcare and social welfare. 

This situation has already been described by Skrabanek as the rise of healthism and lifestylism 
(Skrabanek, 1994). According to him, the doctrine of lifestylism considers that "most diseases 
are caused by unhealthy behaviour". He then also pointed out the moral and ethical problems 
that hover there, as follows: 

“Although lifestylism has a strong moral flavour, its language is mathematical. Each 'risk 
factor' has a number, which quantifies the risk”. 

This description corresponds exactly to the calculated risk of illness and to the foreseen risk of 
illness. As medical AI diagnostics become more prevalent and the technology more developed, 
the mathematically calculated risks will have greater significance in people's daily lives. When 
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such lifestylism becomes more prevalent in society, people's attitudes to health are linked to 
political developments, as Skrabanek described in Healthism (Skrabanek, 1994):  

“The pursuit of health is a symptom of unhealth. When this pursuit is no longer a personal 
yearning but part of state ideology, healthism for short, it becomes a symptom of political 
sickness” 

In societies where advanced technology is involved in people's health, healthism can be further 
amplified by the technology. This study attempts to explain such situations as techno-healthism. 

Furthermore, in a society where such techno-healthism is concerned, we can all become 
patients-in-waiting (Timmermans and Buchbinder, 2010). In other words, we can be listed as 
potential or preemptive patients when technology provides a name or risk of illness to anyone 
who is not yet ill, who has not yet been diagnosed with a disease, or who is worried about health. 
The concept of patients-in-waiting was proposed by Timmermans and Buchbinder in their 
research on newborn screening tests (Timmermans and Buchbinder, 2010). It is derived to 
describe the interaction between newborns in an ambiguous condition with no clear diagnosis 
of disease, their parents and the doctors trying to diagnose them medically, and the situation in 
which they are placed. 

Developments in medical AI and digitalhealth can impose a high degree of uncertainty on people 
who are pronounced at risk of future illness, even if they are healthy at the time. They would 
then accept preventive medical interventions to get out of the ambiguous situation and accept 
regular monitoring and tracking of their health status by their doctors. This means that we, who 
live in a precarious situation between healthy and sick, situate ourselves as patients and try to 
avoid the indeterminate situation (uncertainty) created by advanced medical technologies. 

This study aims to examine the ethical problems posed by health, as defined by highly developed 
medical technologies and their mathematical processing, from the perspective of information 
ethics. In particular, it attempts to develop the idea of healthism into technohercism by focusing 
on the situation where the penetration of emerging technologies into the medical and care 
domain influences people's health consciousness, the societal meaning of 'health' and its ethical 
implications. 

 

KEYWORDS: Ethics, Lifestylism, Medical AI, Patients-in-waiting, Techno-Healthism. 
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EXTENDED ABSTRACT 

Doxing is a practice where a third party, i.e., one or several doxer(s), intentionally publishes 
personal information about another individual, the doxee or target, without consent on the 
Internet (Douglas, 2016; Eckert and Metzger-Riftkin, 2020). The information revealed may 
include victims’ real names, home addresses, or telephone number, among others. Thus, doxing 
can be considered a user-led violation of privacy (Trottier, 2017). In public discourse, doxing 
frequently holds an exclusively negative connotation (Barry, 2021), and academic literature has 
referred to doxing as a form of “problematic speech on social media” (Fleischman and 
Rosenbloom, 2020). While doxing may be intuitively condemned as a form of online harassment, 
there may be cases in which it serves as an ethically justified means of resistance (Cheung, 2021). 

Utilitarianism is an ethical theory that advocates for actions to be judged based on their 
consequences. It posits that the moral worth of an action lies in its ability to maximize well-
being, and to promote the greatest overall happiness or utility to the greatest number of people, 
often referred to as the “greatest happiness principle”. 

This paper investigates the phenomenon of doxing to answer the question of how to ethically 
evaluate instances of doxing from a utilitarian perspective. Specifically, this paper aims to 
examine whether doxing can be categorically considered ethically problematic or whether a 
more nuanced understanding of doxing is needed. 

A utilitarian analysis of doxing must first identify the different types of doxing actions and the 
relevant groups of people whom are influenced by the consequences of doxing. Then, an 
analysis is conducted on the utility of the consequences of the identified types of doxing actions 
to these groups. The analysis includes indirect consequences, such as ridicule or financial and 
physical harm to the target. 

There are many different ways to categorize doxing (Anguita, 2021; Cheung, 2021; MacAllister, 
2017; Snyder et al., 2017). For the purposes of this paper, a high-level categorization is the most 
fruitful. Douglas (2016) identifies three main forms of doxing: 1) deanonymizing doxing, which 
identifies a previously anonymous or pseudonymous person; 2) targeting doxing, which makes 
it easier to physically locate and contact the target, possibly increasing the risk of harassment or 
physical harm; 3) delegitimizing doxing, which undermines the credibility of the target. 

Information that suggests that the victim has breached a social norm or committed an immoral 
act, for instance, can undermine the target’s reputation. While targeting doxing provides the 
means to harass the target, delegitimizing doxing can provide a ‘reason’ for harassment. 
(Douglas, 2016.) 

Special cases of doxing have been identified previously. For example, if an individual uses 
anonymity as a means to avoid being held accountable for wrongdoing or to mislead others, the 
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public might have a legitimate interest in revealing this wrongdoing by uncovering the person’s 
identity and thereby removing anonymity (Douglas, 2020). This disclosure increases the public’s 
ability to hold the wrongdoer accountable as such doxing can help stop such wrongdoing in the 
future and signal to the broader community that such wrongdoing is not tolerated and has 
negative consequences. 

The affected groups in doxing are a) the target of doxing, b) people close to the target, such as 
friends and family, who can be directly affected by the situation, c) the doxer, d) people who 
benefit from the doxing (e.g., when doxing reveals illegal misdeeds), whether legitimately or 
illegitimately, and e) the public at large. 

In deanonymizing doxing, the target suffers the loss of protection that anonymity provides (1a). 
This can lead to online harassment and threats, resulting in emotional distress, fear, a sense of 
insecurity and loss of privacy. Additionally, their personal and professional life may be adversely 
affected by the reactions of their friends, families and employers, leading to reputational 
damage or job loss. Douglas (2020) posits that any shaming that accompanies doxing is only 
permissible if it is reintegrative: “Without the possibility that those who are exposed by digital 
vigilantism can be reintegrated into their communities, DV risks further alienating them and 
reinforcing their extreme views.” From a utilitarian perspective, permanent consequences have 
a much stronger utility (whether negative or positive). Sometimes harassment and threats can 
bleed over to the close ones of the target, who can also face harassment or threats due to their 
association with the target (1b). The doxer presumably has a goal in mind with their doxing, 
which yields utility to them (1c). If there are people who directly benefit from the information 
released with the doxing (e.g. financial records proving people were subject to fraud would 
benefit the victims, as well as the investigators), they may receive positive utility from it. The 
public at large may benefit from doxing that combats negative behavior (1d) if the behavior 
stops, and/or people are less likely to repeat the behavior in the future due to it being costly. 

Targeting doxing holds the same negative utility for the target of the doxing (2a), and in addition, 
holds the possibility of physical harm, stalking and other offline harassment, while 
simultaneously holding a greater chance of psychological trauma, fear and diminished quality of 
life. The same applies to their close ones (2b). Unless their goal is physical harm, utility to the 
doxer does not change (2c). In cases where the target poses a genuine threat to others (e.g. 
terrorism), targeting doxing can have a high positive utility to law enforcement and potential 
victims of the target (2d). Utility to the public is likely to suffer with the inclusion of location 
information, as the threat of physical harm can lead to a culture that legitimizes vigilantism, 
harassment and the fear they lead to. In summary, targeting doxing has a much lower net utility 
than deanonymizing doxing unless it leads to the prevention of great tragedies, such as in the 
case of preventing physical calamities such as school shootings or terrorist attacks. 

Delegitimizing doxing holds a larger negative utility for the target, in comparison to 
deanonymizing doxing, as they further take a hit to their credibility (3a). Delegitimizing doxing 
is an “attempt to shame and humiliate the subject, often by portraying her as a transgressor of 
an established (or supposed) social norm” (Douglas, 2016), and as such, it can weigh heavily on 
the target, and the change of social ostracism and loss of financial opportunity is much greater. 
Their close ones are similarly affected negatively (3b). While the doxer might experience a 
stronger sense of schadenfreude compared to deanonymizing doxing, it is generally short-lived 
and superficial (3c). It is difficult to imagine circumstances where a group of people would be 
positively affected by delegitimizing doxing—surely such utility is provided by evidence or 
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wrongdoing or the acts of the doxing target, and not from the delegitimizing (at worst, 
dehumanizing) the target. Even deanonymizing doxing can lead to delegitimizing the target, but 
delegitimizing doxing is done for the express “intention of undermining the target’s credibility, 
reputation and/or character” (Douglas, 2016), which brings no further utility to others (3d). 
Delegitimizing doxing can even harm the public in “maintaining the ‘tyranny of majority’ that 
concerned John Stuart Mill” (Douglas, 2016), contributing to a culture of public shaming (3e). 
While some members of the public can view this as a means to expose hypocrisy, such acts can 
have negative consequences on free expression and public discourse that ultimately leads to 
better understanding. 

Interestingly, the group with the most variability in the utility of doxing is d) the people who 
possibly benefit from the doxing. If doxing prevents a school shooting, for example, the negative 
utility of multiple shooting victims greatly outweighs the negative utility of the doxing target’s 
loss of reputation and likely incarceration, were such a situation prevented. Outside of such 
extreme examples, doxing does not yield any positive consequences to the public, outside of 
deterrence to breaking social norms (general utility to e), the public), and it becomes much 
harder to overshadow the negative consequences to the target, especially in the case of 
targeted doxing. 

In accordance with Douglas (2016), the ethical analysis finds that morally permissible cases of 
doxing need to serve the public interest without violating several side-constraints. The benefits 
to the public of exposing the victim’s wrongdoing need to outweigh the harms to the victim. 
Douglas’ original conceptual analysis was criticized by Barry (2021) to the extent that Douglas’s 
specific consequentialist approach remains unclear, and that it is not explicitly stated what 
makes a public interest “compelling”. We hope that this more detailed utilitarian analysis helps 
alleviate these concerns. 

To conclude, balancing the potential benefits of accountability, deterrence, and public safety 
with the potential harms of privacy invasion, reputational damage, and emotional distress is 
crucial to addressing doxing in a responsible and balanced manner. For doxing to be morally 
permissible from a utilitarian viewpoint, it needs to bring benefit to others—either in reconciling 
a previous wrong or preventing future suffering. 

 

KEYWORDS: Doxing, social media, freedom of speech, utilitarianism, ethics. 
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EXTENDED ABSTRACT 

AI, after more than fifty years of promising “major useful breakthroughs within a decade or two” 
(Simon, 1960) finally delivered on that promise in the mid-2010s with increasing academic and 
news coverage. There has been both a wide development of applications, and an increasing level 
of attention of its impact on society, positive and negative, beyond the existing body of literature 
on speculative ethics analyses (AI & Society, 1987; Amigoni, Schiaffonati & Somalvico, 1999; 
Floridi, 2008). In addition to the direct social issues it produces, the economic impact of a wave 
of additional automation in workforces has also been considered speculatively for decades. Very 
recently the breakthrough in generative AI (Haleem, Javaid & Singh, 2022), has received 
considerable attention about the potential impact on employment in areas such as copywriting 
(Zarifhonarvar, 2023) and journalism (Pavlik, 2023). The potential impact on manufacturing has 
been the subject of economic discussion since the 1990s (Rifkin, 1996), but limited empirical 
study, and almost none focussing on workers, although the OECD (Lane, Williams & Broecke, 
2023) recently surveryed both employers and workers. In the hope of inspiring more and better 
research in this area, a survey was undertaken across eight countries, with 1082 non-managerial 
participants from manufacturing.  

The survey was deployed in summer 2022 in three German-speaking countries (Austria, 
Germany and Switzerland), two other large European countries (Spain and the UK), two smaller 
European countries (Slovenia and Greece) and in Japan. The choice of countries was largely 
driven by practical issues. The survey was developed in English then translated into German, 
Greek, Japanese, Slovenian and Spanish by native-speaking researchers. Survey participants 
were recruited using professional recruitment firms. All countries were surveyed using Internet 
surveys except for Slovenia in which the survey was administered by telephone. A reasonable 
gender balance of participants was sought, only Japan had a 50/50. The most gender unbalanced 
was in the German-speaking countries with only 28% of respondents being female. (Non-binary 
gender was offered as an option in the survey but no respondents selected this option.) See 
Table 1 for breakdowns of gender and participants per country. 

In addition to demographic data (including work history and expectations) 19 questions about 
knowledge of/attitudes towards AI for Manufacturing and its social/economic implications with 
a seven point Likert answer scale from “very strongly disagree” to “very strongly agree”. As an 
exploratory survey these questions were presented to the respondents without explanation or 
definition of AI. 
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Table 1. Participants by Country and Gender. 

Country/ies Number Male % (N)  Female % (N)  
German-speaking 
(DE, OS, CH) 

200 72% (145) 28% (55) 

Greece 109 64% (70) 36% (39) 
Japan 222 50% (110) 50% (112) 
Slovenia 307 60% (183) 40% (124) 
Spain 121 64% (77) 36% (44) 
UK 123 63% (78) 37% (45) 
Total 1082 61% (663) 39% (419) 

 

Summaries of total and per-country analysis of the responses to the attitude questions are 
presented below. 

- AI technology is already important in my workplace. 
Moderate agreement overall with high agreement in Greece and German-speaking 
countries, moderate agreement in Spain and the UK, and moderate disagreement in 
Slovenia and Japan. 

- AI technology will become important, or increase in importance, in my workplace over the 
next four years. 
Moderate agreement overall with high agreement in Greece, German-speaking countries, 
Spain and the UK, moderate agreement in Slovenia but neutral in Japan.  

- I understand how AI technology can be used in the kind of work I do. 
Moderate agreement overall with high agreement in Greece, German-speaking countries, 
and the UK, moderate agreement in Spain and Slovenia, and neutral in Japan. 

- I have experience with the use of AI related to my job. 
Neutral overall, with high agreement in Greece and German-speaking countries, neutral in 
Spain and the UK, and moderate disagreement in Slovenia and Japan. 

- AI technology can improve the quality of the work I do. 
Moderate agreement overall with high agreement in Greece, German-speaking countries, 
Spain and the UK, moderate agreement in Slovenia, and neutral in Japan. 

- AI technology could help me to become a more productive worker. 
Moderate agreement overall with high agreement in Greece, German-speaking countries, 
and Spain, moderate agreement in the UK, and neutral in Slovenia and Japan. 

- AI technology could help my workplace become more inclusive. 
Moderate agreement overall with high agreement in Greece and German-speaking 
countries, moderate agreement in Spain and the UK, and neutral in Slovenia and Japan. 

- AI technology could replace a large part or all of the job I currently do. 
Neutral overall, with high agreement in German-speaking countries and Greece, neutral in 
Spain and the UK, and moderate disagreement in Japan and Slovenia. 

- The introduction of AI technology will help me to keep my job. 
Neutral overall with high agreement in Greece and German-speaking countries, neutral in 
Spain, the UK and Japan, and moderate disagreement in Slovenia. 
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- If AI technology replaces part or all of my current job, my employer will retrain me, and 
anyone else doing similar jobs, into other work with similar pay and conditions. 
Neutral overall with high agreement in Greece and German-speaking countries, neutral in 
the UK, Japan, and Slovenia, and moderate disagreement in Spain. 

- If AI technology replaces part or all of my current job, my employer will make some or all of 
the people doing these jobs redundant. 
Moderate agreement overall with high agreement in Greece, moderate agreement in 
German-speaking countries, the UK, Slovenia and Spain, and neutral in Japan. 

- I will find it easy to get a replacement job with similar pay and conditions if I am made 
redundant. 
Moderate agreement overall with high agreement in Greece and German-speaking 
countries, moderate agreement in Spain, neutral in the UK and Slovenia and moderate 
disagreement in Japan. 

- AI will create more jobs than it will eliminate. 
Neutral overall with high agreement in Greece, moderate agreement in German-speaking 
countries, neutral in Japan and Spain and moderate disagreement in the UK and Slovenia. 

- I would move to a new job in order to work with up-to-date manufacturing technology. 
Moderate agreement overall with high agreement in Greece and German-speaking 
countries, moderate agreement in Spain, Slovenia and the UK, and moderate disagreement 
in Japan. 

- My employer has provided me with adequate training to use new manufacturing 
technology. 
Moderate agreement overall with high agreement in Greece and German-speaking 
countries, moderate agreement in Spain and the UK, neutral in Slovenia, and moderate 
disagreement in Japan. 

- It is important that humans have final control when AI technology is used in manufacturing. 
High agreement overall with high agreement in all countries. 

- Companies should pay equivalent taxes for AI/robotic workers if they reduce their human 
workforce. 
Moderate agreement overall with high agreement in Greece, German-speaking countries, 
Slovenia and Spain, moderate agreement in the UK and neutral in Japan. 

- I understand the idea of a Universal Basic Income system. 
Moderate agreement overall with high agreement in German-speaking countries, Greece 
and Spain, moderate agreement in Slovenia and the UK and moderate disagreement in 
Japan. 

- I support the introduction of a Universal Basic Income (UBI) or similar system. 
Moderate agreement overall with high agreement in Greece and German-speaking 
countries, moderate agreement in Spain, Slovenia and the UK, and neutral in Japan. 

 

KEYWORDS: Artificial Intelligence; Manufacturing; Workers; Workforce Impact. 
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EXTENDED ABSTRACT 

Introduction  

AI is becoming an increasing part of our daily lives, one reason being that it is included in more 
and more ‘smart technologies’. Policy decisions about city-management, for example, are 
turning progressively ‘smarter’ and big data driven: from smart waste management to smart 
parking. Frequently, the justification behind using big data is that it leads to more effectivity and 
an improved quality of life, such as better water pressure in city households (Kirstein et al., 
2021). 

However, the inclusion of smart technology also causes privacy concerns (e.g., Mihaljevic et al., 
2021; Richards, 2013; Roessler, 2015; Zuboff, 2019). Being surrounded with cameras and 
sensors in the digital age, how critically can one still engage with these technologies? How much 
choice does one have when deciding to participate? For a while, discourses about digital 
inclusion were about being or having to become a user. The thought behind this was that digital 
exclusion ought to be avoided. The only subject-positions were that of participant and soon-to-
be participant. Scholars such as Sally Wyatt, Anne Kaun, and Emiliano Treré are researching what 
it means for people to not partake in the digital society (Wyatt, 2003; Kaun & Treré, 2020). This 
shows that there is not a single way of engaging with technologies. Yet, in these perspectives, a 
binary way of thinking is sometimes still in place. To Wyatt (2003), again just two subject-
positions seem to be available: that of user or non-user.  

A binary understanding of use/non-use is already being challenged. To Finn Brunton and Helen 
Nissenbaum, for instance, the term ‘obfuscation’ helps to better understand how people are 
navigating the options between using and refusing technologies (2011). This is important, not 
the least, to highlight more ground for critical engagement with technologies, in the case of this 
presentation, more critical engagement with AI. To Marcuse (1969), for example, liberation from 
domination (for instance from oppressive forms of surveillance), requires thinking of new 
alternatives to the current ways society is being organized and how people move through it. To 
Marcuse (1969), this entails “a break with the familiar, the routine ways of seeing, hearing, 
feeling, understanding things so that the organism may become receptive to the potential forms 
of a nonaggressive, nonexploitative world” (p.6). Marcuse (1969, p.19) believes technologies 
play a crucial role in reshaping society in such a way that it moves away from exploitation and 
domination by materializing values such as freedom. This presentation takes that insight as a 
starting point and builds on current literature that conceives of various ways in which people 
move between using and refusing technologies. The aim of our approach is to give more space 
to the various options of engagement that reside between using and refusing AI. Such an 
overview will help in conceiving of further, liberatory ways of engaging with AI.  
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Whilst this presentation is conceptual in nature, we refer to specific examples too. One that 
shows how the lines between user and non-user can be blurred is clothing brand Cap_able 
(2023). This brand wants to make consumers aware of privacy, both as a moral value and a 
human right. The clothes include technologies that, when scanned by a smart technology 
camera on the street, show a picture of an animal instead of the clothing wearer’s face. From 
the perspective of face recognition cameras, Cap_able’s clothes are a way of walking through a 
public place in privacy. In doing so, Cap_able refuses some consequences, such as a loss of 
privacy, that come with smart technologies that are all around us. This example shows how 
people can use technologies to refuse participating in others. At the same time, this example 
raises critical questions. After all, not everyone can afford these clothes. What does it mean to 
think of a society in which everyone can choose to be unseen by face recognition cameras? 

The aim of this presentation is to complement and add to recent conversations regarding the 
critical, public engagement with AI. An overview of some ways in which people are engaging 
with AI in a manner that moves between using and refusing the technology is a good starting 
point to think of the plurality of ways in which one can critically interact with AI. This is 
important, since living in a smart city can also mean resisting the smart city, or rather, can also 
mean resisting the digitalization’s monopoly on what ‘smart’ means in the context of city-design. 
To have a healthy, digital society, people must have the opportunity to resist ‘being smart’ too. 
Yet, who has access to the technologies and practices of refusing these? Who can afford to buy 
specific clothing to resist face recognition cameras? It is precisely these types of questions that 
come to the fore when looking at a broader spectrum of critical use of AI. 

 

State of the art 

Until now, reflections on refusing technology are often framed around the perspective of non-
use. ‘‘Analyzing users is important, but by focusing on users and producers we run the risk of 
accepting a worldview in which adoption of new technology is the norm’’ (Wyatt, 2003, pp.77-
78). To Wyatt (2003), non-users are resisters, rejecters, the excluded, and the expelled. Resisters 
and the excluded are those who do not make use of a specific technology at all. The former 
because they do not want to, the latter because they cannot. Rejecters once used a technology 
but are now not keen on doing so anymore. Resisters have never used a specific technology; 
rejecters once did so but now (voluntarily) not any longer (Wyatt, 2003, p.76). The expelled once 
used technology but not anymore, because of involuntary reasons.  

To Verdegem & Verhoest (2009), the list of non-users should not be exhaustive. They stress the 
importance of not viewing non-users as a homogenous group (Verdegem & Verhoest, 2009, 
p.650). Non-use is often seen as a tool towards resistance (Saxena et al., 2020). In those 
instances, it is indeed good to not consider the non-users to be a homogenous group. Yet, what 
happens when complete non-use is not possible? In those cases, one might use practices of 
obfuscation. Obfuscating software means using the technologies’ methods to create within it a 
self-defeating process. In this manner, one uses the technology to resist the technology, for 
example by providing so much data that the system cannot possibly process it all (Brunton & 
Nissenbaum, 2015, p.18). Therefore, we claim that rejection, refusal, and obfuscation are ways 
of critically using technologies too.  
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More forms of critically (ref)using technologies 

In addition to refusing, rejecting, resisting, and obfuscating, users also have the power to ‘fit’ or 
‘tweak’ the technology, for instance by using the technology in deviating ways than the script 
the developers intended. Kamphof (2017) observed how caregivers who used monitoring 
technologies to observe their patients sometimes deliberately ignored data presented by the 
monitor if it was not in line with what the patient told them, so to respect the patient’s right to 
their own version of a story. Privacy was reconsidered through a process of looking at a specific 
context and the role technologies play in that. Users might use a specific technology without 
adopting its original script.  

Another form of showing resistance to surveillance technologies is by uniting consumers and 
starting a negotiation process together. A recent example is a group of Dutch schools who 
grouped together and successfully negotiated with big tech-companies such as Google 
(Alphabet Inc.) and Zoom to obtain better privacy conditions (Singer, 2023). Negotiation 
processes can turn the user into a non-user of the specific terms of the companies creating those 
technologies, whilst thereby actively establishing one’s own terms.   

In practices of cheating and protesting, users do not enter into a conversation with the designers 
of their technologies. Cheating is the act of deliberately confusing the data collected by a smart 
technology, such as giving the activity tracker to one’s dog or using a device to stimulate 
movement on a laptop keypad, so that to an employer, it seems one is constantly working. 
Protesting is an expression of disapproval. This expression is often given form by calling on 
politicians to forbid the presence of a specific technology, or by activists to take matters in their 
own hands, for example by designing a system that can block Google Glass wearers from WiFi-
networks (Newman, 2014). 

The above shows various forms of critical engagement with smart technologies. In our final 
presentation, we will present an in-depth overview of the key terms refusing, resisting, rejecting, 
obfuscation, fitting, tweaking, cheating, negotiating, and protesting in relation to AI. Ultimately, 
we seek to show that a nuanced, conceptual dissecting establishes a thorough understanding of 
what the practices through which people are already examining these questions in their day to 
day lives look like. Creating such an overview of concepts related to critically engaging with AI 
opens up more space for and encourages an imaginary that can in turn again conceive of further 
practices of critically engaging with AI. 

 

KEYWORDS: AI, Refusal, Resistance. 
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EXTENDED ABSTRACT  

1. Introduction 

The purpose of this paper is to summarize the challenges of “programmatic advertising” and 
examine possible solutions. To that end, this paper is organized as follows. First, programmatic 
advertising is explained. Next, we summarize the issues of operational advertising. Next, 
solutions to the issues in Japan are presented. Finally, we present the challenges and future 
prospects for solving the problems. 

 

2. The concept of programmatic advertisement 

The concept of managed advertising generally refers to a method of placing advertisements in 
the most appropriate ad spaces based on the relevance of the budget, site, and ad content, 
without specifically fixing ad spaces. Busch (2014, p.8) lists the following five characteristics 
These are (1) granularity, (2) real-time transactions, (3) real-time information, (4) real-time 
creation, and (5) automation. 

Programmatic advertising has been strong in recent years [Hackley and Hackley, 2019]. It refers 
to a type of advertising that delivers ads individually tailored to the interests of users based on 
the keywords they use when searching the Internet and the content of the websites they visit. 
Many people may have experienced relevant ads or pop-up ads on their social networking 
screens when surfing the Internet about beauty or searching for restaurants. 

Thus, the advantages of managed advertising are that it is inexpensive, allows advertisements 
to be displayed to the appropriate target audience in real time, and allows the effectiveness to 
be monitored numerically. These characteristics are very different from those of traditional 
mass media advertising [cf. Palos Sanchez and Martin-Velicia, 2019]. 

 

3. The problems of programmatic advertisment 

However, digital advertising is not a cure-all. A silver bullet is a weapon that can kill an immortal 
monster, the werewolf, with a single blow, and is made by melting down a cross [Markus and 
Benjamin, 1997]. From there, it is used to mean a panacea that solves difficult business problems 
in an instant. The authors would like to argue that programmatic advertising is not a cure-all. 
This is because there are several problems with programmatic advertising. 

The author would like to argue that these problems can be classified into four major categories 
based on two dichotomies: the subject of advertising damage and the degree of damage (Figure 
1). 
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Figure 1. Types of Problems with Operational Advertising. 

 

 

First, brand damage to advertisers and companies refers to the risk of distributing 
advertisements to destinations that damage the image of the product, service, or company that 
is the subject of the advertisement. It is said to be caused by the development of ad technology, 
the monitoring system of platforms that automatically distribute ads in ad spaces, and the 
existence of fraudulent companies that establish unauthorized media. 

The process of ad placement involves a large number of complex related players, called ad 
networks. It is automated. This means that the process is black boxed, making it difficult to 
identify and prevent the causes of fraud. 

Next, ad-fraud is the practice of using automated programs to fabricate impression and click 
counts to fraudulently exploit the cost of performance-based advertising. It is sometimes 
referred to as “skip ads” or “backdoor ads”. In Japan, it is estimated that 3.3% of total advertising 
expenditures are funded by advertising (IAS, 2023). This means that 3% of advertising 
expenditures are wasted. For this reason, measures against ad-fraud are said to be an important 
issue. 

Third, consumer anxiety and discomfort include the display of offensive ads, stealth marketing 
(ads posing as third parties), and ads that use “digital nudges” to induce purchases using 
psychological manipulation [Weinman, Schneider & Block, 2016]. 

Finally, there is fraud against consumers. Non-accredited institutions (degreed mills or diploma 
mills) that issue diplomas for money without providing proper education have become a social 
problem in the United States. This is said to be deeply rooted in advertisers who have developed 
methods (algorithms) to extract people with education complexes based on website browsing 
history and search terms. O’neil [2016] likens such harmful algorithms to weapons of mass 
destruction, calling them “weapons of mathematical destruction”. 

By the way, it is not the responsibility of individuals to be fooled by weapons of mass destruction. 
Search sites such as Google tend to display relevant information based on our online activity 
history. As a result, we are comfortably ensconced in a bubble that uses our search history as a 
filter [Pariser, 2011]. In other words, we are ensconced in a comfortable bubble that displays 
only similar information and blocks out information we do not want to see (filter bubble). We 
are happy when we are exposed to information that says, “This is what I wanted to say”. 
However, when we are exposed only to certain information, our opinions are reinforced and we 
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become convinced that it is the only truth or righteousness, making us reluctant to accept 
opposing opinions (echo chamber phenomenon). This makes people more inclined to believe 
even fake advertisements (i.e., advertisements that use images of celebrities without their 
permission to create false testimonials). 

 

4. Future prospects 

Digital advertising in the filter bubble tends to create and reinforce desires as well as amplify 
people’s opinions. It is not surprising that while searching for and browsing related articles about 
diet, people may become interested in frequent advertisements about a particular supplement. 
Subsequently, they may search for testimonials about supplements without knowing that they 
are ads, or they may search for native ads (ads created to look like online articles, which should 
clearly indicate that they are ads. It must be clearly marked as an advertisement). Thus, the 
pitfalls of managed advertising are not mutually exclusive, but interrelated. 

However, as mentioned earlier, the companies involved in ad networks are diverse and 
intricately related, making it difficult to pinpoint the cause of problems when they do occur. In 
Japan, attempts are underway to avoid risks by creating a white list of groups of companies 
participating in ad networks. At the same time, there are moves to limit the damage to users by 
revising laws and guidelines. 

However, the author believes that it is not easy to achieve marketing ethics through such 
institutional design alone. And as one practical solution, I would like to advocate the concept of 
“value creation through customer journey”. 

The “customer journey” is a visualization of the process by which a consumer is exposed to a 
certain product, becomes interested in that product through viewing various advertisements 
and online articles, and then makes a purchase. The customer journey is a graphical 
representation of the behavior and psychology leading up to the purchase of a product, 
assuming a specific consumer image (persona), such as a single part-time male in his 20s. To 
achieve this objective, digital advertising is noted to integrate the traditional distinction 
between ALT (mass advertising to increase product awareness) and BLT (non-mass advertising 
to stimulate purchase). 

On the other hand, the customer journey method can be understood as forming a new use value 
for the product ex post facto through advertising, since the task is to strengthen the product 
image and stimulate and reinforce the desire to purchase through digital advertising. This is 
precisely the “competitive use value” pointed out by Ishihara (1982). Forgive me for using an 
old example, but Lotte once held a dance contest as a way of advertising its Fit Gum. The 
company succeeded in creating a product image and advertising by customers through the 
dance contest, not the gum itself. In this case, dance and music are new use values created by 
the advertising activity. This concept is competitive use value. 

Malicious digital advertising, such as weapons of mass destruction, uses the temptation that the 
status quo will change at once if the product in question is purchased to convince customers 
that the consumption in question is a “cure-all” for them. Competitive use-value, on the other 
hand, becomes “co-creative use-value,” in which value is proposed to customers and their 
reactions are monitored; in other words, value is created in collaboration with customers. 



Proceedings of the ETHICOMP 2024. Smart Ethics in the Digital World  

116 21st International Conference on the Ethical and Social Impacts of ICT 

Also, whereas weapons of mass destruction stir up desire in a filter bubble, competitive (co-
creative) use value creation has the potential to break through the filter bubble by creating new 
value. In other words, the mission of digital advertising in the future will be the co-creation of 
new values that will cause the scales to fall from our eyes, and the formation of communities 
that create a circle of empathy for these new values. In other words, digital advertising is 
required to create a value space coloured by a new sense of morality, and through this create 
“Alternatives to DX” that transforms the customer’s life experience. 

 

KEYWORDS: Programmatic advertising, marketing ethics, customer journey, co-creation value. 
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Introduction 

Ethics is an increasingly important facet of software development and a key concern for all 
stakeholders of software systems (Gogoll et al., 2021). The now pervasive use of software in our 
daily lives means that a lack of ethical deliberation by software professionals can have profound 
consequences for stakeholders including end users. This recognition has led to the definition of 
codes of ethics for software engineering (SWECOE) (Gotterbarn et al., 1997) and sets of ethical 
principles applicable to specific areas such as artificial intelligence (AI) (Floridi & Cowls, 2019; Lo 
Piano, 2020). These codes and principles are intended to serve as a foundation for ethical 
decision-making by software engineers. However, software professionals are not typically 
offered training in ethical deliberation, or given pragmatic tools to support it. Therefore, they 
may find it challenging to apply the principles in practice (Hagendorff, 2020). The proliferation 
of project management tools, coupled with the increasing adoption of agile development 
methodologies, necessitates the early and systematic incorporation of ethical consideration into 
the development process. Our work aims to create a project management tool that helps to 
highlight ethical dilemmas during software development and integrates an extensible training 
resource for ethical deliberation. This paper describes the context, design, implementation, and 
evaluation of a proof-of-concept tool developed for this purpose and outlines avenues for 
further work. 

 

Related work 

The ACM / IEEE Software Engineering Code of Ethics, published in 1997, provides ethical 
guidance for software engineering professionals in the form of eight principles relating to: 
Public, Client and Employer, Product, Judgement, Management, Profession, Colleagues and Self 
(Gotterbarn et al., 1997). Several ethical principles and frameworks for AI have also been defined 
(Floridi & Cowls, 2019; Lo Piano, 2020; Prem, 2023). However, there has been limited research 
on how ethical deliberation can be supported during the creation of software artefacts (Gogoll 
et al., 2021) and whether effective ethics frameworks exist for software engineering processes 
in the industry (Mitchell et al., 2022). 

Several solutions for facilitating ethical practices in software engineering have been proposed. 
A robust ethical framework helps in creating educational resources and training modules for 
students so that they develop into ethically aware professionals. Taherdoost et al. (2011) 
suggest including topics like “computer crime, privacy, intellectual property, accuracy, 
accessibility, morality, and awareness” in computer ethics courses. Additionally, the Ethical-
Driven Software Development Framework (Lurie & Mark, 2016) encourages consideration of 
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ethics throughout the Software Development Life Cycle (SDLC), particularly in agile software 
development. Despite the significant work already done on defining codes and principles of 
ethics and ethical frameworks, applying these principles and frameworks in the workplace can 
be challenging (Mitchell et al., 2022) since there is still a lack of practical support for ethical 
deliberation in software engineering.  

 

Methodology 

A survey of related work was conducted to ascertain the state of the art in the area. Based on 
the findings, a prototype agile project management tool, incorporating support for ethics 
training and highlighting ethical dilemmas, was developed. The development itself followed an 
agile methodology. The prototype tool was evaluated to assess its usability and effectiveness in 
raising awareness of ethical dilemmas and refined to reflect the results of the evaluation. Ethics 
approval for the evaluation process was obtained from the authors’ higher education institution. 

 

Design, implementation and evaluation 

The design and implementation phase focused on creating a proof-of-concept web-based 
ethics-centred project management tool aimed at software professionals. The features 
supported by the tool include an interactive ethics training resource, a Kanban project 
management board as an exemplar of agile project management, ethical framework 
infographics, ethics regulation checklists, a text adventure game, chatbot recommendations, 
ethics keyword flagging, and ethics self-assessment. 

The resource illustrates the principles of the ACM Code of Ethics interactively via text adventure 
games and includes a recommendations component to extend users’ knowledge of ethics (Figure 
1). The project management tool highlights ethical concerns and resolutions to ethical dilemmas 
in decision-making. The highlighted dilemmas are related to the features or tasks in the product 
backlog (Figure 2). The Kanban board support the management of agile software development. 
Tasks are visualised on the board, allowing developers and project managers to see the state of 
each task at any time to promote ethical awareness and foster a culture of ethical responsibility 
and accountability throughout the software development process (Figure 3). 

A client-server architecture was used for the web application system. The client handles the user 
interface for all the features listed above. The server manages backend processes, data 
processing, and business logic, and provides APIs for the client. The MERN stack (MongoDB, 
Express.js, React.js, Node.js) was used for the development of the tool. 

A software artefact evaluation questionnaire was used to assess the software’s effectiveness in 
supporting ethical practices in software development. Feedback was gathered from 21 
participants in a higher education setting through opportunistic sampling. All participants were 
experienced in software development and used the software prototype before completing the 
user evaluation questionnaire. The questionnaire contained 19 statements which evaluated the 
interface clarity, ease of use, progress tracking, and integration of ethical guidelines of the tool 
during software development. It also assessed risk identification, resource support, and 
integration with existing project management tools. Participants were instructed to indicate 
whether they agreed or disagreed with each statement and to what extent. 
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Figure 1. In the ethical dilemma text adventure game, users engage with immersive 
scenarios, prompted by a graphical illustration. They select ethical practices from action 

buttons, indicated by changing button colours. 

 

 

Figure 2. The task modal on the project board displays ethical principle tags, creation date, 
description editor, ethics flagging system, and chatbot recommendations. 
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Figure 3. A sample project board for a student job portal system, with populated sections 
and tasks. The grey icons allow adding tasks or deleting sections. The red bin icon deletes 

the entire project board. 

 

 

Results and discussion 

The results from the evaluation provided valuable insights into the tool’s usability and its 
effectiveness in promoting ethical awareness among users. For example, 66.67% of users 
“strongly agree” and 33.33% of users “somewhat agree” with the statement: “the tool supports 
the training and education of software developers on ethical dilemmas and best practices of 
software development ethics”. Participants provided suggestions for improving functionality 
and user-friendliness. 

According to participants, one key strength of the tool is its customisability, supporting the 
training of software developers on ethical issues and best practices. The ethical dilemma 
scenarios and adventure games were deemed insightful and engaging, making the learning 
process interactive. Additionally, the ethics checklist effectively assesses ethics practices in 
projects, ensuring ethical considerations in software design. 

In summary, the user feedback highlights advantages such as customisability, effectiveness in 
assessing ethics practices, and interactive features. The suggested improvements include 
expanding the ethics glossary, enhancing the recommendation system, and implementing 
version control and peer review for ethical practices. Users would also like to have support for 
other development methodologies in addition to Kanban. Addressing these areas will enhance 
the tool's applicability, effectiveness, and user-friendliness. 

 

Conclusion 

This work contributes to the software engineering community by providing an extensible 
training resource and a custom agile project management tool highlighting ethical dilemmas. 
The resources fill the gap in ethical training and tools for software professionals. By raising 
awareness and providing necessary resources, this project improves ethical practices in the 
software development community. 
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EXTENDED ABSTRACT 

This paper proposes to enhance research ethics frameworks for research projects developing 
and/or using Artificial Intelligence (AI). It highlights that these frameworks need both (a) 
requirements for compliance with emerging ethical and legal norms to govern this technology 
and (b) an open process of reflection and attention to research and innovation in this area. The 
field of AI ethics has seen intense developments since 2015 with numerous governmental and 
international bodies, institutions and companies creating guidelines, frameworks, and sets of 
principles for AI governance. Jobin et al. (2019) have analysed 84 of these documents and point 
to significant convergence on key principles, in particular transparency, justice and fairness, non-
maleficence, and responsibility. However, these initiatives have also received sharp critiques 
from experts in the field, including that of being a form of “ethics washing” (Wagner, 2018; 
Resseguier and Rodrigues, 2020) or of reproducing existing power structures and inequalities 
(D’Ignazio and Klein, 2020). The proposed approach seeks to address these critiques by focusing 
on review processes as handled by research ethics committees (RECs), also called institutional 
review boards (IRBs). As the AI ethics field is currently working toward its operationalisation, 
research ethics constitute a powerful, but so far underdeveloped framework to make AI ethics 
more effective at the level of research (Santy et al. 2021).  

 

A two-pronged approach to the operationalisation of AI ethics 

The present paper proposes a two-pronged approach to the operationalisation of AI ethics in 
research ethics frameworks: (a) compliance with requirements imposed on researchers and (b) 
an open process of attention and reflection. In the words of the philosopher George Canguilhem, 
while the former aspect of ethics is about engaging with the norms, the second one attends to 
the capacity to determine the norms, i.e., the “normative capacity” (Canguilhem, 1991). Before 
presenting what this means concretely for AI research ethics (section 2), this paper makes a 
detour by the theory of ethics (section 1). It does so by drawing from works by Gertrude E.M 
Anscombe (1958) and Charles Mills (2005) that help provide conceptual clarity on the notion of 
ethics used primarily in AI ethics since around 2015 and ways to avoid critical pitfalls of this 
approach. It shows indeed how a clarification between the level of the norms (a) and that of the 
open process of reflection and attention (b), i.e., the “normative capacity” in Canguilhem’s 
terms, helps to lift a confusion in AI ethics, a confusion that has weakened its potential 
effectiveness and has led to a number of legitimate critiques.  

 



Proceedings of the ETHICOMP 2024. Smart Ethics in the Digital World  

Logroño, Spain, March 2024 123 

Compliance requirements and the potential role of the European AI Act 

In the second section, this paper formulates a series of concrete recommendations for AI 
research ethics, based on the conceptual framework identified in the first section. To begin with, 
this paper encourages the imposition of particular requirements within research ethics 
frameworks embedded in institutions. This corresponds to the side of the norms requiring 
compliance (a) as identified in the model described in the first section. These norms, principles, 
or requirements, should be accompanied by mechanisms to ensure compliance, such as through 
the possibility of withdrawing funding if these are not fulfilled (this is for instance the case with 
the ethics appraisal scheme for research projects funded under the Horizon Europe Funding 
Program of the European Commission). Requiring compliance with certain criteria allows to put 
red lines and better orient AI research in a way that avoids potential harms caused by this 
technology, such as mass surveillance or discrimination. In this sense, research ethics takes the 
shape of “soft law” requiring compliance with certain obligations. This would help address the 
critique AI ethics has received of being “toothless”, a form of “ethics washing”, due to the 
absence of enforcement mechanisms.  

Requirements from the European Union’s AI Act currently under development will assuredly 
constitute a key reference for research ethics norms. Although, in the current form of the draft 
(as of June 2023), the obligations of the AI Act do not apply to scientific research, it is most likely 
that these obligations will nonetheless have a strong impact on AI research considering the need 
to anticipate placement on the market or to test in real world conditions (European Parliament, 
2023). This paper explores the implications of the AI Act for research ethics frameworks and 
especially what the legal obligations in this regulation will mean for research ethics 
requirements and mechanisms to ensure compliance with these. In particular, it will investigate 
what the risk-based approach in the AI Act implies for research ethics and how to ensure 
compliance with the obligations at the different risk levels.  

 

An open process of reflection and attention 

In addition, ethics review frameworks offer a space for an open process of reflection and 
attention (b). The focus here is on questioning established norms and ways of doing through an 
open reflection and a continuously renewed form of attention to both technical advances in the 
field and social developments and concerns. This corresponds to the level of the “normative 
capacity”, to use Canguilhem’s terms as defined in the first section, i.e., the capacity to pay 
attention to the new situation, reflect on it, and challenge existing norms if needed to best adapt 
to the novelty one faces. Considering the uncertainty AI brings to societies, this constantly 
renewed attention and reflection is essential. For instance, in-depth critical social science and 
humanity (SSH) studies are crucial to engage such open reflection and renewed attention (e.g., 
Crawford, 2021). The submission of a societal impacts statement as part of an ethics submission 
for AI research projects can serve to embed such reflection within the ethics review process 
(Bernstein et al., 2021; Ada Lovelace Institute, 2022). Another option would be to carry out 
discussions with an expert on the ethical and social impacts of the AI system under development 
at several stages of the research project development. Strengthening the open process of 
reflection and attention at the research ethics level would help address the critique made 
toward AI ethics according to which it would fail to address structures of power and inequalities.  

By distinguishing the level of the norms and that of the open process of attention and reflection, 
highlighting their respective values, and the way they relate to each other, this paper contributes 
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to advancing further ai ethics through its operationalisation in research ethics frameworks. The 
aim is eventually to make ai ethics more effective but also more thoughtful. 

 

KEYWORDS: AI ethics; Research ethics review; AI Act; Ethics washing; Research ethics 
committees. 
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EXTENDED ABSTRACT 

Like many types of technology, early computing technology was developed, at least in part, to 
support and advance military goals. For some, this put the technology on morally shaky grounds. 
As computing technology advanced and became more generally accessible, it increasingly was 
used by some to intentionally cause harm outside the military realm. Others used the technology 
for seemingly innocuous purposes and caused harm that was unseen by them, but felt by others. 
These situations sometimes led to an “ethical hysteria” where people used ethical expressions 
in unhelpful ways or developed tools that only offered partial help or, worse, went down the 
wrong path. 

An early attempt to address harm caused by computing was the introduction of the notion of 
“Software Engineering” in 1968 at the first NATO Software Engineering Conferences. The goal 
was to indicate the professional technical skills that were needed to solve the “software crisis” 
of failed software (Naur & Randell 1968). The solutions tended to be technical and centered on 
the processes used to develop software; that software development process should follow an 
engineering model. This led to a report defining “software engineering techniques” to resolve 
the “software crisis.” Over time this foundation was added to by the development of various 
software life cycles and developing software case tools were supposed to help create better, 
less harmful software. Yet, it wasn’t until the 1990s that the IEEE-CS and the ACM publicly 
addressed the need for software engineering ethics standards in the IEEE/ACM Software 
Engineering Code of Ethics (Gotterbarn et al. 1997). 

This is the start of a pattern (described in the full paper) whereby each new computing ethical 
awakening repeats mistakes from earlier eras. There is a pattern of concerns present in many 
cases reaching back to the first software crisis and now to AI. The most pressing concern 
stemming from these “crises” for computing ethics is: what structural support can best help 
those who want to use computing in positive ways and yet have difficulty doing so? 

In this paper we focus on AI. There are a number of things that have changed since the last major 
ethical awakening in computing. First, and importantly, there is a broad range of people who 
are at the table discussing the ethics and social implications of AI. The different perspectives 
brought by philosophers, ethicists, linguists, sociologists, computer scientists, mathematicians, 
data scientists, humanities scholars and so many more, all come to bear on identifying actual 
and potential harms of computing technology. Further, they offer suggestions on different ways 
to prioritize those harms. 

The other major change is that there is a greater misalignment between corporate interests and 
“good AI” (AI that does good for society) than with previous ethical awakenings. Developing 
software that met specification was good for business. Having developers understand the same 
software lifecycles added efficiencies to software development and contributed to the 
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corporate bottom line. These days, while products like ChatGPT may be good for OpenAI’s 
bottom line, there is clear harm being caused to other businesses, to education, and even to 
democracy itself, and this is on top of harms caused by its development (see Bender et al. 2021). 

With experts from these different fields coming to bear on AI, significant new problems have 
been identified, including biased decisions, misclassification, overgeneralizations, lack of 
contextual understanding, adversarial attacks, and unintended consequences. When a person is 
responsible for these kinds of problems, they are held accountable or blamed as the cause. 
When these judgments are left to an AI system there is a difficulty assigning responsibility for 
problems or bad decisions. Adreas Matthias has called this situation where no human can be 
morally responsible or liable for a machine’s behavior the “responsibility gap” (2004). 

Many such as (Goetze 2022, Kiener 2022, Rubel 2019, Santoni de Sio and Mecacci 2021, Tigard 
2021) have addressed facets of the responsibility gap, including when and whether it exists. We 
consider one of them here and the others in the full paper. Munch et al. (2022) argue that there 
are times when the responsibility gap is good even in the absence of psychological dilemmas. 
They argue that holding a person responsible for wrong-doing causes that person some amount 
of harm. In situations where an automated system is equally as effective as a person in making 
decisions of consequence, no person comes to bear the harm associated with wrong-decision 
making when there is a responsibility gap. Our contention is that this position and other 
arguments surrounding the notion of responsibility gaps misdirect discussions about 
responsibility. 

A major problem is that some of the discussion about the responsibility gap has focused on a 
limited sense of responsibility, one related to blame in some form. This same sense of 
responsibility was used during the software crisis of the 1960s to blame developers for the failure 
to develop reliable systems. The result was a system that emphasized finding a program's errors 
rather than people learning how to take action to decrease the risk of similar errors in future 
programs. Further, blame would frequently be passed to the client for inadequately specifying 
requirements. Responsibility for the moral issues surrounding the requirements and the way a 
system developed were not considered. There was significant effort to develop precise technical 
requirements as a problem solution. 

John Ladd called this responsibility “negative responsibility,” a responsibility assigned after the 
fact. It primarily tries to excuse people from moral responsibility, a legal search for extenuating 
circumstances, for example. He champions a positive sense of responsibility for what ought to 
be done. Unlike negative responsibility which tends to be direct, positive responsibility can be 
indirect. Ladd argues that pointing to the technology does not remove this sense of positive 
responsibility. Positive responsibility engages with the prospect that things might happen. 
Guidance from Principle 

2.2 of the ACM Code of Ethics and Professional conduct is clear: “Professional competence starts 
with technical knowledge and with awareness of the social context in which their work may be 
deployed.” Computer professionals are responsible for applying standards within their 
profession and attempting to avoid anticipatable negative ethical impacts of their work. 

The AI responsibility gap discussion misses this opportunity to engage with positive 
responsibility. Underlying the AI responsibility gap is an assumption of a causal chain looking for 
a particular event. Implicitly, this makes a standard responsibility denial move, appealing to the 
complexity of the system, much easier and misses an opportunity to change the behavior of the 
system’s developer. For AI systems, an appeal to the responsibility gap can be used to justify the 
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development of systems that cause harm. (Google initially did this when Safiya Noble pointed 
out how their search completion algorithm reinforced racist stereotypes.) The 
advocacy/acceptance of such positions are inconsistent with ethical computing. 

Professional responsibility also includes premeditated concern for the consequences of one’s 
actions on others. This kind of approach is anticipated by the ACM Code of Ethics and 
Professional Conduct and advocated for by Goterbarn et al. (2022). We highlight another 
approach next that is applicable to AI and has AI developers focus on how the AI systems are 
built and how decisions are made by AI developers. 

One of the authors participated in the development of several international police criminal 
intelligence systems. Ethical issues were considered and mitigated in the design of the projects 
rather than after the systems were built. Implicit and explicit values in design choices and the 
intentional and unintentional value choices made in technology development were made 
explicit. 

The project set up design guidelines so that solutions to issues were designed before the system 
was implemented. This helped to change the focus from an overview of ethics (e.g. informed 
consent) to a deeper focus on the technologies, their impact on society, and the ethical issues 
that the different technologies may raise. 

For example, in order to identify bias in decisions and inferences made from the data, the design 
process included transparency tools such as understandable process logs and logging 
mechanisms that tied change details to a user. To ensure the integrity of the data and increase 
the reliability of inferences made from it, the design included a ‘reliability tag’ attached to all 
data. 

Not all AI systems make bad decisions, and many are designed to mitigate risks through rigorous 
testing, validation, and ongoing monitoring. While these after the fact tools are important, 
positive responsibility calls for more. Using tools like the ACM Code of Ethics and Proactive CARE 
(Gotterbarn et al. 2022) is essential to ensure responsible and ethical AI deployment. The Code 
of Ethics provides guiding principles that lead to better design decisions and help developers use 
positive responsibility to reduce or even eliminate the AI responsibility gap. 

 

KEYWORDS: Responsibility, Responsibility Gap, Artificial Intelligence Responsibility, ACM Code 
of Ethics. 
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EXTENDED ABSTRACT 

The computing profession sits apart from other disciplines in academia, in science and 
engineering, and in industry. It is not a profession in the strict sense, in the sense that engineers, 
doctors, or lawyers are. There is no licensure. There is no board to which ordinary citizens can 
make claims of malpractice that can strip credentials from someone who performs their job 
poorly or unethically. Regardless, there is a deep and mutually beneficial relationship among 
academia, computing companies, and conferences that is rare in other disciplines. The primary 
professional organizations play a key role in this relationship, bringing industry and academia 
together. These organizations sponsor conferences and are the leading publishers of computing-
related research. 

Each of two large professional organizations that represent computing professionals has its own 
code of ethics. The ACM Code of Ethics and Professional Conduct is longer and provides more 
guidance on its principles (ACM 2018). The IEEE Computer Society (IEEE-CS), the part of IEEE 
focused on computing professionals, does not have its own code of ethics, but its members are 
subject to the IEEE Code of Ethics (IEEE 2020), which is shorter than the ACM’s and fits 
comfortably on a single sheet of paper. For the purposes of this paper these codes share two 
important features: the codes are directed only at individuals and those individuals are members 
of the respective professional organization. 

IEEE-CS claims to have approximately 375,000 “community members” who represent 168 
countries worldwide. ACM claims to have approximately 100,000 members, about half from 
North America and half from the rest of the world. While it is reasonable to assume that there 
are computing professionals who belong to both organizations, it is safe to say that combined, 
they represent no more than half a million computing professionals worldwide. A further point 
that lends to the importance of the considerations in this paper is that IEEE-CS does not appear 
to be a strong promoter of its code of ethics. There is no mention of its code of ethics on its 
landing page or its “about” page. Thus, there is a question about how actively it promotes its 
code of ethics. This observation is not meant to be a criticism of IEEE-CS, but rather, it is intended 
to help motivate the point that relatively few computing professionals may even have 
knowledge of the fact that they are subject to IEEE’s code of ethics. 

The ACM is upfront about the expectation that members agree to abide by their Code of Ethics 
and Professional Conduct on the membership application page. Further, ACM is clear to anyone 
applying for membership about its dedication to “promoting the highest professional and ethical 
standards.” ACM expects its members to share that value, and ties the requirement to abide by 
the Code of Ethics and Professional Conduct to membership in the organization. Additionally it 
has a thorough and publicly available complaints handling process for suspected violations 
which can potentially result in membership being revoked, being banned from publishing in 
ACM publications and attending ACM events including conferences. 



Proceedings of the ETHICOMP 2024. Smart Ethics in the Digital World  

130 21st International Conference on the Ethical and Social Impacts of ICT 

This leads us to the following concern: Given that so many computing professionals are not part 
of an international professional organization that holds as a key value the highest professional 
and ethical standards, should a professional organization such as ACM or IEEE-CS hold 
computing professionals generally to such a standard, and if so, how should it go about ensuring 
that all computing professionals are held to that standard? 

Since IEEE and ACM are particularly powerful forces in computer science publishing, one option 
would be to expand the range of applicability of their respective codes to those who publish in 
their journals. This would serve two purposes. First, it would give an avenue to better educate 
computing professionals about the professional responsibilities found in the codes of ethics. 
Second, it would increase the range of sanctions that might be applied in cases where a violation 
is found. The possibility of losing publishing privileges in some or all of IEEE’s or ACM’s journals 
can be impactful, especially for academics. Unfortunately, this line of thinking only addresses a 
subset of computing professionals. 

We recognize that there are many country-based professional organizations that do promote 
high ethical standards. There is a question about whether codes of ethics such as IEEE’s and 
ACM’s are truly reflective of international values as their development was done exclusively in 
English. Work done by Shannon Vallor suggests, however, that the values reflected in these 
codes of ethics may indeed be shared more globally (2016). The full paper addresses the 
appropriateness of international organizations collaborating with national or local professional 
organizations in developing, promoting, and applying codes of ethics to those entities where a 
given code of ethics may not be designed to apply. 

A second concern we will address in the paper is that these professional codes of ethics do not 
apply to groups--and in particular companies. This concern manifests itself in a number of ways. 

First, critiques of a code may misapply the code. For example, in a commentary where 
Aaditeshwar Seth called for the ACM Code of Ethics to “embrace goals such as achieving equality 
and overturning unjust social and economic structures through technological inventions,” they 
identified a shortcoming of the code by providing an examples of corporate and government 
failures to recognize goals that are harmful to people and society. The code in this case was used 
for a purpose that it was not designed for. 

A second concern that is sometimes raised with these professional organizations is that they do 
not apply their code of ethics to the companies that are developing technology. This criticism is 
particularly poignant when an organization such as ACM expresses its dedication to “promoting 
the highest professional and ethical standards” in public ways and expects its members to 
uphold those same standards. Even should a code of ethics be applied to a tech company, the 
process for investigating a complaint is unclear. Imagine that ACM tried to investigate a major 
company such as Alphabet for YouTube’s recommendation system, which tends to lead people 
to some of the most extreme content on the site. How would such an investigation be carried 
out? Who would do the interviews? Would people at the tech company be allowed to talk 
without fear of retribution from their employer? What are reasonable sanctions should the 
company be found to have violated the code of ethics? 

Organizations such as ACM and IEEE are certainly large enough and powerful enough to make 
public statements (as a possible sanction) about the harms caused by a tech company’s product 
or actions. There is every reason to expect some sort of retaliation, though, due to how generously 
major tech companies support ACM and IEEE conferences through their financial and in-kind 
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contributions. Such a sanctioning regime may create a two-tiered system where companies that 
are supportive of conferences are less likely to face scrutiny than those that do not. 

The IEEE-CS program that allows corporate memberships may be the seed of an approach to 
address these concerns. A corporate membership that came only with a commitment to the 
highest professional and ethical standards may provide a foundation for a “name and praise” 
system, rather than a “name and shame” system. A name and praise system would identify 
companies that adhere to best practices for ethical computing as well as techniques for verifying 
that those practices are actually effective. Yet there are limitations to this approach as well. 

This paper will develop these questions and suggest some ways forward in order to foster a lively 
discussion about application - and misapplication - of codes of ethics. 

 

KEYWORDS: Code of Ethics, Professionalism, Computing Profession, Professional Organizations, 
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EXTENDED ABSTRACT 

In these times of uncertainty and economic crisis, one of the main concerns for business 
managers should be to stimulate the purchasing intention of their potential consumers in order 
to consolidate or increase their market share in the globalized market (Zhang and Ma, 2020). 
Faced with this business challenge, corporate management must design strategic marketing 
actions aimed at incentivizing their customers' need to purchase their products or services (Dash 
et al., 2021). As is well known, this behavior is influenced by multiple factors such as cultural, 
social, and psychological aspects (Zupan et al., 2023). 

This research highlights the need to delve into the understanding of perceived dimensions of 
CSR and their potential relationships with happiness and purchase intentions of fashion 
consumers in both physical store and digital environments. Therefore, the main objective of this 
research is to determine how the dimensions of CSR - economic, legal, ethical, and philanthropic 
- influence happiness and purchase intentions in the fashion sector. 

Corporate Social Responsibility (CSR) is a concept that integrates marketing activities with a 
social focus, as supported by research (Galbreath, 2010). These activities encompass 
environmental conservation, community investment, resource preservation, and altruistic 
contributions (Nejati et al., 2017). Graafland et al. (2004) propose a model that includes three 
dimensions: economic, social, and ecological. Similarly, Carroll's model (1979, 1991; Carroll & 
Brown, 2018) delineates four dimensions: economic, legal, ethical, and philanthropic. Social 
responsibility can be defined as the extent to which companies assume different types of 
responsibility towards their stakeholders (Carroll, 1979, 1991; Carroll and Brown, 2018; 
Maignan, 2001; Park et al., 2014). 

Consumer happiness has gained significant relevance in studies conducted by positive 
psychology and is increasingly being studied within business and marketing disciplines 
(Kennison, 2022; Pipoli de Azambuja et al., 2022). Happiness is often conceptualized as 
subjective well-being, quality of life, or pleasure (Ravina-Ripoll et al., 2022; Singh et al., 2022). 
Happiness can be categorized into two major dimensions: hedonic happiness and eudaimonic 
happiness. Hedonic happiness refers to the experience of pleasure or subjective well-being in 
the absence of pain and stress, while eudaimonic happiness encompasses the pursuit of a 
meaningful and fulfilling life through personal growth, excellence, and the realization of one's 
potential (LeFebvre and Huta, 2021). 
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Purchase intention is a key focus in this study, aiming to identify factors that influence 
consumers' intent to purchase through an in-depth analysis of relevant literature. Previous 
research has examined the impact of consumer characteristics, merchant and product 
characteristics, and the type of products on purchase intention (Chang et al., 2022; Morwitz, 
2014; Shwu-Lng and Chen-Lien, 2009; Shah et al., 2012). Purchase intentions are often used to 
predict sales (Morwitz et al., 2007). 

The research you described is a cross-sectional descriptive study that relies on primary data 
collected through a questionnaire. The target population for the study is the Spanish population 
aged 16 to 64. The data collection period spanned from May to August 2022. A total of 1,296 
valid questionnaires were collected from the participants. 

Survey design and sample size. The sample size of 1,296 respondents provides a margin of error 
of +/-2.78% with a 95.5% confidence interval, assuming that the proportion of the population 
with a particular characteristic (p) is 0.5 and the proportion without that characteristic (q) is also 
0.5. The margin of error indicates the range within which the true population parameter is 
expected to fall. 

It's worth noting that the confidence level, margin of error, and assumptions about p and q can 
affect the precision and reliability of the study's findings. The chosen sample size appears to 
provide a reasonably representative sample of the Spanish population for the purpose of the 
research. Table 1 likely provides additional information related to the sample and its 
characteristics. 

 

Table 1. Technical datasheet 

Universe Males and Females Aged 16–64 
Geographical scope Spain 
Fieldwork From May to August 2022 
Sampling Discretionary non-probabilistic by quotas 
Sample 1,296 valid surveys 
Sample error +/−2.78 with a 95.5% confidence level and p = q = 0.5 

 

The survey consists of two sections. The initial part focuses on capturing demographic 
characteristics and respondent behavior. The second section evaluates the proposed model's 
five dimensions using a 5-point Likert-type scale ranging from 1 ("strongly disagree") to 5 
("strongly agree"). To mitigate common method variance (CMV), this second part is organized 
by variable. The refinement process resulted in a final set of 29 items for the model. 

Regarding CSR, the distribution included four items for economic dimension, three for legal 
dimension, four for ethical dimension and six for philanthropic dimension (Podnar and Golob, 
2007; Perez and Bosque, 2014; Gunesh and Geraldine, 2015). For eudaimonic happiness, four 
items were utilized, and for hedonic happiness, five items were used (Fu and Wang, 2021; Cuesta 
et al., 2022). Lastly, four items were allocated to measure Purchase Intention (Duffett, 2015). 
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Figure 1. Results. 

 

 

Findings. The measurement of CSR and Happiness involved assessing them as reflective second-
order constructs. The assessment of reliability and validity indicates the robustness of the 
model's components. Additionally, it is crucial to examine the loadings of the dimensions within 
the two second-order variables. As presented in Table 2 and Figure 2, the indicators for CSR - 
Economic (0.82), Legal (0.86), Ethical (0.90), and Philanthropic (0.88) - as well as Happiness - 
Eudaimonic (0.93) and Hedonic (0.96) - demonstrate their effective representation of these 
variables across all dimensions (Figure 2). 

The hypotheses collectively suggest a positive and significant relationship between CSR, 
Happiness, and purchase intention. It is posited that this relationship is meaningful and has a 
significant positive influence. The influence values of 0.47 on Happiness and 0.38 on purchase 
intention strongly support this proposition. Specifically, the coefficient of 0.35 indicates a 
substantial positive impact of CSR on purchase intention through Happiness. 

In conclusion, this study contributes to the understanding of the impact of CSR and Happiness 
on purchase intention in an omnichannel environment, specifically within the fashion industry. 
While sustainability-based strategies are already prevalent in organizations and contribute to 
value creation, limited research has explored the influence of happiness and its implications for 
purchase intent in this context. 

The findings confirm that CSR plays a pivotal role in improving Happiness and attracting 
consumers with high purchasing potential. However, the results also indicate that CSR requires 
a mediator to have a truly remarkable influence on consumers' purchasing intentions. 
Therefore, it is crucial for brands to adopt a sustainability-focused strategic approach that 
enhances customer experience and strengthens brand affinity across both digital and physical 
retail channels. 
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The proposed model emphasizes the importance of adopting a proactive and future-oriented 
strategic outlook, where companies strive to anticipate customer needs. These findings provide 
valuable insights for brand managers, retailers, and academics, serving as decision-making 
resources. 

To enhance customer experience and foster customer loyalty, organizations should effectively 
manage CSR across all its dimensions, as indicated by the relevant results. The higher the level 
of happiness, stimulation, and autonomy experienced by the consumer, the stronger their 
affective experience in their relationship with the brand. Consequently, customer experience 
also yields other well-studied benefits, such as increased repeat purchases, willingness to 
recommend the service to others, and resistance to switching to competitors, all of which 
contribute to fostering customer loyalty. 

 

KEYWORDS: CSR, Consumer Happiness, Omnichannel, Fashion, Retailers. 
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EXTENDED ABSTRACT 

Scientific research nowadays is increasingly data-driven and therefore requires a growing 
amount of data, which need to be accessible and of high quality. The data altruism mechanism, 
that results as a means to meet this demand, is regulated in the Data Governance Act (DGA, 
hereinafter). The DGA is a Regulation of the European Union, which is applicable from 23 
September 20238, that aims to “foster the availability of data for use by increasing trust in data 
intermediaries and by strengthening data-sharing mechanisms across the EU”, as described in 
the explanatory memorandum accompanying the proposal for a Regulation9. The DGA is a 
crucial part of the so-called “politics of data” (Pagallo, 2022) developed by the European 
Commission in 202010 and can also be considered as complementary to the Open Data Directive 
(ODD, hereinafter)11, integrating the European framework on data sharing and reuse (Ruohonen 
& Mickelsson 2023). The Article 3 of the DGA, which identifies the scope of application, 
expresses the complementarity between the DGA and the ODD by stating that the DGA provides 
for the reuse of certain categories of data, such as data held by the public sector that are 
protected on the basis of commercial confidentiality, statistical confidentiality, protection of 
third parties’ intellectual property rights and protection of personal data. Therefore, the DGA 
concerns the reuse of those public sector data excluded from the scope of the ODD (Van 
Eechoud, 2021, p. 376).  

Data altruism is defined by the DGA, in the Article 2(16):  

‘data altruism’ means the consent by data subjects to process personal data pertaining to 
them, or permissions of other data holders to allow the use of their non-personal data 
without seeking a reward, for purposes of general interest, such as scientific research 
purposes or improving public services.  

This contribution aims to investigate data altruism mechanism for the scientific research sector. 
This mechanism, based on the voluntary release of data, raises several ethical and legal 

 
8 Regulation (EU) 2022/868 of the European Parliament and of the Council of 30 May 2022 on European 
data governance and amending Regulation (EU) 2018/1724 (Data Governance Act), ELI: 
http://data.europa.eu/eli/reg/2022/868/oj. 
9 Proposal for a Regulation of the European Parliament and of the Council on European data governance 
(Data Governance Act), COM/2020/767 final, https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=celex:52020PC0767.  
10 European Commission Communication, A European strategy for data, COM/2020/66 final (2020), ELI: 
https://eur-lex.europa.eu/legal- content/EN/TXT/?uri=CELEX:52020DC0066. 
11 Directive (EU) 2019/1024 of the European Parliament and of the Council of 20 June 2019 on open data 
and the re-use of public sector information (recast), ELI: http://data.europa.eu/eli/dir/2019/1024/oj.  
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challenges. From the legal viewpoint, the data altruism in the research sector raises the 
following challenges: (1) the risk of fragmentation; (2) the security concerns; and (3) the duty of 
control on data altruism organisations.  

From the ethical perspective, there is (1) a problem of terminological uncertainty; (2) a need for 
decoding the concept of altruism underlying the release of data; and (3) a concern related to 
the autonomy of subjects in giving consent. 

The mechanism of data altruism identifies the activities of several actors: (i) the data subject of 
personal data; (ii) the data holder of non-personal data; (iii) the data altruism organisations; (iv) 
the data users; and (v) the competent authority for registration. Underlying the operations of 
this multiplicity of actors are two conditions, expressed in the Article 2(16) of the DGA. The first 
condition is that reuse by data subjects and data holders must be granted to the data altruism 
organisation, free of charge, not in return for a reward. This condition may be interpreted as a 
measure to avoid the establishment of a buying and selling of personal data.  

The second condition is that the reuse must pursue general interest purposes. These purposes 
are specified in the Recital 45, which states: “Such purposes would include healthcare, 
combating climate change, improving mobility, facilitating the establishment of official statistics 
or improving the provision of public services. Support to scientific research, including for 
example technological development and demonstration, fundamental research, applied 
research and privately funded research, should be considered as well purposes of general 
interest”.  

The mechanism of the data altruism, based on data “voluntarily made available by individuals 
or companies for the common good” (Proposal DGA, Explanatory Memorandum, 2020, p. 8), 
generates a considerable impact on the data management in the scientific research sector.  

According to the European institutions, the data altruism mechanism involves an articulated 
process with several phases. First, any entity intending to be recognised as data altruism 
organisation has to undergo a registration process, and among other information, it is required 
to declare that “the purposes of general interest it intends to promote when collecting data” 
(Article 19(4)h, DGA). The general interest is primarily identified by scientific research by the 
DGA, when presenting the notion of data altruism, the Article 2(16) states that this mechanism 
shall be realised “for purposes of general interest, such as scientific research purposes or 
improving public services”. However, it is often difficult to be precise about the aims pursued in 
a specific scientific research project (Pagallo & Bassi, 2013, p. 183). After that, if the requesting 
entity meets all the requirements laid down by the DGA, it will be included in the national 
register of data altruism organisations, by the competent national authority or authorities, 
within 12 weeks from the date of application, pursuant to the Article 19(5) of the DGA.  

The voluntary release of personal data by data subjects, or non-personal data by data holders, 
to data altruism organisations is based on the provision of the consent. The consent needs to be 
given in compliance with the two conditions described above, i.e., no reward and public interest 
purposes. The registered data altruism organisations provide to several natural and legal 
persons the possibility to process the data they hold, for purposes of general interest, eventually 
on the basis of a fee. Each data altruism organisation is required to keep accurate records – very 
similar to the processing register set out in the Article 30 of the General Data Protection 
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Regulation (GDPR, hereinafter)12 – concerning a set of accurate information about the specific 
data processing activities, based on the data altruism consent. In addition, each data altruism 
organisation, pursuant to the Articles 20 and 21 of the DGA, has several reporting obligations 
towards data holders. In particular, entities are required to communicate the purposes for which 
further processing of data is permitted to third parties. In this regard, it is significant that the 
corresponding article in the proposal of the Regulation (Article 19 of the DGA Proposal) made 
explicit reference to the duty to communicate “any processing outside the Union”, expression 
that no longer appears in the wording of the Regulation. In addition, it is relevant (and 
problematic) that any organisation of data altruism also has a function of control over the entire 
lifecycle of the data that is given to third parties to process. The Article 21 of the DGA states, in 
fact, that the “entity shall also ensure that the data is not be used for other purposes than those 
of general interest for which it permits the processing”. However, the problematic aspect 
emerging in this phase is represented by the fact that the purpose and regulation of reuse of 
public sector data is intrinsically generic and open to any possible use of the data and appears 
from the very definition of reuse (Bassi, 2011, p. 67).  

In light of the analysis of the data altruism mechanism, the contribution illustrates the legal 
challenges, which are: (1) the risk of fragmentation; (2) the security concerns; (3) the duty of 
control on data altruism organisations.  

(1) The risk of fragmentation is generated by the envisaged difficulties in implementing data 
altruism. Even though the DGA is a Regulation, in the implementation of data altruism the 
Member States play a decisive role. While waiting to understand how they will implement the 
data altruism mechanism, it is worth analysing the possible Member States’ strategies and 
approaches.  

(2) Concerning the security, the data altruism organisation must also ensure a solid 
infrastructure system. The goal is to create pools of data and this data must be stored, 
transferred, and managed, which makes the infrastructure absolutely central. The centralisation 
of data always brings with it several challenges from a security viewpoint, making those holding 
the data both very powerful, and at the same time very vulnerable. Very powerful, because it 
generates “the emergence of pools of data made available on the basis of data altruism that 
have a sufficient size in order to enable data analytics and machine learning, including across 
borders in the Union” (Recital 45, DGA). Highly weak because they are more easily targeted by 
cyber-attacks and data breaches. 

(3) Then, the Article 21 of the DGA establishes a duty to control in charge of any data altruism 
organisations, over the third parties that are allowed to process the data. Although this 
requirement is understandable on principle, it does not seem easy achievable in practice. This 
mechanism of mutual controls seems to strongly refer to the mechanisms of accountability of 
the GDPR which establish, for the data controller, a set of duties, also with regard to the data 
processors, those who actually process the data, in the name and on behalf of the data controller 
(Durante, 2021, p. 134). Admittedly, data altruism organisations must only ensure that these 
users conduct processing for purposes of general interest. However, the DGA itself considers 
such purposes in a very broad and general way, referring to scientific research or the 

 
12 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the 
protection of natural persons with regard to the processing of personal data and on the free movement 
of such data, and repealing Directive 95/46/EC (General Data Protection Regulation) (Text with EEA 
relevance) ELI: http://data.europa.eu/eli/reg/2016/679/oj.  
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improvement of public services. These categories are very broad, and without the identification 
of further boundaries, much can fall within the all-encompassing terms set by the European 
Regulation. 

From the ethical perspective, the contribution intends to shed light on three aspects: (1) the 
terminological uncertainty; (2) the decoding the concept of altruism; and (3) the individual 
autonomy of the consent. 

(1) As emerged from the description of the different phases of the data altruism mechanism 
according to the DGA, the concept of ‘general interest’ is crucial. However, there is 
terminological uncertainty insofar as the concept of ‘public interest’ emerges in the proposal of 
the Regulation. The ‘public interest’ diverges from the concept of ‘general interest’ and entails 
considerable debate if conceived according to the GDPR. In addition, the explanatory 
memorandum also mentions the concept of ‘common good’, amplifying the terminological 
uncertainty that impacts the ethics underlying the data altruism mechanism.  

(2) Furthermore, the paper intends to develop the analysis regarding the application of the 
notion of altruism to the release of data, referring to the studies conducted on the so-called 
‘data philanthropy’ (Taddeo, 2016; Taddeo 2017; Giannopoulou, 2019) that pave the way for 
the assessment regarding the practical feasibility of this mechanism (Veil, 2022). In light of a 
well-established trend, it is not difficult to envisage that there might be a fair amount of success 
on the side of data subjects and data holders who release their personal and non-personal data 
for the pursuit of general interest purposes (Ienca, 2023, p. 2). Several experiences show a 
general inclination to release more easily personal data for scientific research purposes (Pagallo, 
2022, p. 74). Similarly, it is not difficult to envisage data users, which may include universities, 
research centres, but also private companies, foundations, etc. It is more difficult to identify 
entities undergoing the registration process to become data altruism organisations. For this 
reason, the role of potential private actors performing the function of data altruism 
organisations and the impact, from an ethical perspective, on the integrity of scientific research 
deserve further investigation. 

(3) Finally, the data altruism is a consent-based mechanism. The goals of the introduction of the 
GDPR, compared to the previous discipline of the Directive 95/46/EC, was precisely to overcome 
the model of personal data processing primarily based on consent. The Article 6 of the GDPR 
provides for a set of mandatory legal bases for the processing of personal data: consent thus 
becomes one of the possible bases. The ratio for this choice made by the European lawmaker in 
2016 was precisely to replace a consent-based approach that had proved to be ineffective 
(Solove 2012; Schermer, et al. 2014). It will therefore be necessary to further investigate the 
impact of the use of consent at the basis of the data altruism mechanism in relation to the choice 
of the legal bases required for processing personal data for scientific research purposes, 
according to the GDPR. The analysis of the role of consent in the altruism of data is relevant to 
the extent that it generates an impact on the personal autonomy of the individual giving such 
consent. 

Given the set of challenges, both legal and ethical, and the multiplicity of actors involved in the 
data altruism mechanism, it is worth investigating how and whether to develop governance 
mechanisms that are able to hold together all the aspects at stake.  
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EXTENDED ABSTRACT 

Ethics of systems utilising Artificial Intelligence (AI) is an increasingly discussed topic in academia 
(e.g., Franzke, 2022), industry (e.g., Morley et al., 2021; Jobin et al., 2019), and popular media 
(Ouchchy et al., 2020). The recent popularisation of AI, following the introduction of new 
solutions with easier user interfaces, such as ChatGPT, has further accelerated the discussion. 
How do these technologies influence people’s lives? Can AI have moral agency? How should we 
interact with the technology when it reminds us of our fellow humans? Can we soon evem make 
such distinctions, and if not, what could that mean for our moral agency? 

To shed light on these complex questions, one option is to lean on Martin Heidegger’s work and 
engage in an ontological discussion on the role of AI systems through the concept of Dasein. 

Dasein is the central term for Heidegger (1927). He discussed the concept of being under deep 
and permanent ontological investigation, and used it to describe human existence that has 
awareness and confronts its own being in this world. Heidegger presents three modes of being 
in Being and Time, namely ready-to-hand, present-at-hand and Dasein, which all differ from 
each other with their unique characteristics. He did not offer strict or explicit explanations to 
being in Being and Time because the project was never entirely completed. Instead, he 
attempted to bring clarity to the question from different perspectives, emphasising the 
individual comprehension: for Heidegger being is based on hermeneutical phenomenology 
and—in simple terms—this means that being can only be investigated from the first-person 
perceptive. Only people themselves can reach an understanding of their Dasein. (see Heidegger, 
1927) 

For an ontological analysis of AI, it is essential to understand the three primary modes of being 
defined by Heidegger. Doing so reveals that AI systems could be giving a rise to something novel: 
a fourth mode of being. 

Heidegger describes things (objects) and their being by a hammer example. First, Heidegger 
explained that something is ready-to-hand if it has some purpose to accomplish – like a hammer 
is used for hammering (Heidegger, 1927, §15–18). Usually, we do not give much consideration 
to the objects we use; we just use them like we always have and accept that they are there, 
ready for us to use to accomplish a certain goal. For example, when you are reading an article, 
the tool (the paper or the screen) that allows you to read it is not used consciously. You just use 
it and hopefully concentrate on the content of the article and get some sense out of it (the goal, 
or the purpose). Thus, we use such objects in the way they are meant to be used—or should we 
say, how they are properly used. 

The second mode of being – present-at-hand – can be exposed by the breaking of an object. 
Brokenness reveals the object and exposes its natures, which refers to the purpose for which 
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the thing exists (see Heidegger, 1927, § 16). The term referral indicates that we understand the 
meaning of an object by its reference: for example, a hammer is referring to nails and wood 
towards the wall under construction. When the hammer breaks, we become conscious of its 
nature – it is revealed for us. When the hammer is not broken, we do not give it much thought, 
and it is revealed as ready-to-hand. Heidegger (1927, §18) shows that objects that are ready-to-
hand appear to the observer in the context of the surrounding world and are referred to, along 
with other things, in the world for some purpose. Entities have significance only in their full 
context: a knife is a different thing in the kitchen, in a theatre, or in the hands of a criminal 
(Harman, 2010). 

What makes situating an AI system – such as transformer-based language models like ChatGPT 
– in the hammer example difficult is that the being of AI does not seem to limit to the ready-to-
hand. Instead, AI systems are something that to a human eye resembles Dasein, or ‘the 
individual human mode of being in the world’, which is one of the ways to grasp and present the 
meaning of the original German term (). The special character of Dasein compared to other two 
modes of being is that Dasein is the only one that can have an understanding of one’s own being 
and hence can also investigate it. Thus, Dasein is a mode of being that is traditionally associated 
with (only) human beings (Van Der Hoorn and Whitty, 2015). This understanding of one’s 
existence is the key factor that separates Dasein from present-at-hand and especially from 
ready-to-hand. Dasein can see the present-at-hand and the ready- to-hand, but Dasein cannot 
truly be reached as present-at-hand or as ready-to-hand. Things, or artefacts can be present or 
ready but only Dasein (human) can see other modes and give meanings for those. 

Hence, we argue that AI has given birth to a fourth mode of Being: ScheinDasein (looking-like-
Dasein), that reveals itself in such ways that it seems like Dasein – a human behind the 
technology. They may appear as witty conversationalists, therapists, or even romantic partners 
(Hale, 2023; Cost and Court, 2023). AI can even seem to be able conduct deep self-investigations 
(a key factor separating people as Dasein form objects) that ordinary people cannot easily 
achieve because of our human limitations. The interaction with AI can, at its best (or worst, 
depending on the situation), give people new insights and provoke feelings of empathy and of 
being understood. 

In the future, it is possible that people will not be able to distinguish between actual Dasein and 
Schein-Dasein—although the idea of seeing Dasein is a paradox in itself, as Dasein is always a 
lived experience by individuals, by themselves. As a consequence, due to the ongoing 
popularisation of ever more pervasive AI systems (), we may end up in a situation where our 
being (Dasein) is left alone as we cannot be entirely sure that we are living with other 
selfconscious people. Instead, we may feel like we are left alone with mere objects. This also set 
problem with death as possibility for us as Dasein. 

Like Heidegger (Heidegger, 1927, §51–53) shows us, death is something that only Dasein can 
and must face, and it should not be confronted like the ordinary man (das Man) does. Das Man 
is a term that Heidegger (1927) uses to describe a situation where people consciously choose to 
hide or lose themselves and replace themselves with commonly given ways of being or acting, 
whereas Dasein is living a life consciously and actively makes sense of it. Thus, das Man could 
be described as a generally accepted and non-disturbing way of living or being. However, death 
is an issue which cannot be outsourced to das Man, because common shared way of living 
cannot reach or face the death. Actually, das Man gives justification and adds temptation to 
cover up oneself from one’s own most possibility as being-towards-death (Sein-zum-Tode) 
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(Heidegger, 1927). By being-towards-death one could see what is important and how one wants 
to spend life, for example, with family. 

Yet, in the case of AI, Death has a very different meaning. We are not sure anymore if we are 
living with people or Shein-Dasein—objects that deceive us to make false conclusions of our 
surroundings. This could lead to a Dasein turning into das Man, who is not able to reflect 
consciously and make sense of itself or its surroundings. We merely believe that we are Dasein 
in this life and have, for example, decided to be with our family (which could turn out to be a 
collection of AI systems) because it was what seen worthwhile as a beingtowards-death who 
recognises that having a limited lifespan worth spending wisely. Furthermore, AI makes it 
possible to claim Shein-Dasein as our own– to ”create” art by tasking an AI to do it, or ”write” a 
book requesting it from an AI, claiming the apparent creativity as our own, living as das Man 
with the outer appearance and self-esteem of Dasein. 

Introducing human-like AI systems raises fundamental ethical questions: if we can no longer 
distinguish Schein-Dasein from Dasein, how much of human autonomy do we have left? Can we 
ever make rational decisions and interact with others in a way that enables ethical action, which 
would be a requirement of, e.g., in Habermasian discourse ethics? Do we have moral obligations 
towards Schein-Dasein, like we would have towards Dasein? When does Schein-Dasein, in fact, 
become Dasein – if ever? Such a fourth mode of being requires further examination. 

 

KEYWORDS: AI, Dasein, Heidegger, Ontology. 
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EXTENDED ABSTRACT 

In June 2022, the Supreme Court of the United States (“SCOTUS”) released its decision in Dobbs 
v. Jackson Women’s Health, overturning two earlier decisions (Roe v. Wade in 1973 and Planned 
Parenthood v. Casey in 1992. The most immediate focus of these three decisions centers around 
legal protections for abortion throughout the U.S. Under Roe, no state (or the federal 
government itself) could pass a law that restricted abortion in the first two trimesters of 
pregnancy. The Casey decision mostly upheld Roe, although it allowed states to pass certain 
restrictions so long as they did not pose an “undue burden” on pregnant women. These two 
decisions established the right to abortion as having a foundation in the U.S. Constitution that 
could not be undermined through basic legislative action. The Dobbs decision overturned both 
Roe and Casey, thereby declaring these earlier decisions invalid. Abortion was no longer 
considered to be a fundamental right protected by the Constitution, allowing states to pass laws 
that would completely ban abortion, which many states did. 

Although these three decisions and their related debates are primarily focused on the legality 
of abortion, they are more properly understood as decisions about the nature of privacy and 
whether privacy is considered to be a fundamental right in the U.S. In the case of Roe and Casey, 
the protection of abortion was an indirect effect of an implicit right to privacy. In both decisions, 
the right to privacy was determined to be implied by the 14th Amendment’s protection of the 
right to due process. Specifically, according to the legal doctrine of substantive due process (as 
opposed to procedural due process), states and the federal government are restricted from 
passing laws that arbitrarily intrude into citizens’ private lives. Both decisions also relied on an 
earlier decision, Griswold v. Connecticut, that described the right to privacy as being part of the 
penumbras of certain explicitly mentioned rights rather than the due process clause. In essence, 
the interpretation of due process in the Roe and Casey decisions, as well as the penumbras 
described by Griswold, is comparable to Article 8 (Right to respect for private and family life) of 
the European Convention on Human Rights. The Dobbs decision explicitly argued that the idea 
that the right to privacy is inherent in the protections of the due process clause is “egregiously 
wrong” and therefore both decisions must be overturned. (Dobbs did not overturn Griswold.) 

One central point of divergence between the Dobbs decision and the findings of Roe and Casey 
is a disagreement about the nature of privacy itself. According to the author of the Dobbs 
decision, Roe relied on a philosophical view of privacy that “conflated the right to shield 
information from disclosure and the right to make and implement important personal decisions 
without governmental interference.” In other words, the debate rests on whether “privacy” is 
fundamentally about secrecy or autonomy. While the Dobbs authors adopted the former, which 
is a considerably narrower construction of privacy, the authors of Roe and Casey, along with 
many other scholars, adopted a broader view that leans toward the latter. For instance, Richards 
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(2022) identifies the distinction between multiple forms of privacy, including spatial privacy, 
decisional privacy, and information privacy. (Citron (2022) describes intimate privacy as another 
form.) The Dobbs authors essentially argued that decisional privacy does not have a 
constitutional basis. 

This debate surrounding the nature of privacy has a long history, particularly in the U.S. where 
there is no explicit mention of privacy in the Constitution. One of the earliest and most well-
known discussions is the characterization by Warren and Brandeis (1890) of privacy as the “right 
to be let alone,” though others found the discussion to be vague and unhelpful. For instance, 
Thomson (1975) argued that “the most striking thing about the right to privacy is that nobody 
seems to have any very clear idea what it is.” Thomson proposed addressing this lack of clarity 
by focusing on “a cluster of rights” that are primarily focused on “the right over the person” (i.e., 
the physical body) and rights concerning “owning property.” In more recent work, Solove (2007) 
agreed that privacy was not a singular right but rather that it is “best used as a shorthand 
umbrella term for a related web of things,” though Thomson’s limited focus on the person and 
property miss many important privacy invasions. 

In contrast, Rachels (1975) emphasized that “there is a close connection between our ability to 
control who has access to us and information about us, and our ability to create and maintain 
different sorts of social relationships.” In other words, the purpose of controlling information 
(secrecy) is about freely interacting with society (autonomy). Nissenbaum (2010) more explicitly 
links privacy with autonomy, as limiting access to information “contributes to material 
conditions for the development and exercise of autonomy and freedom in thought and action.” 
Citron (2022) argues that intimate privacy “is a precondition to a life of meaning.” 

In short, the Dobbs decision marks a turning point in U.S. law regarding privacy. The trend in 
both scholarship and law had been toward broadening the concept of privacy toward a more 
expansive right beyond simply information privacy, and Dobbs has stopped that trend. Although 
the immediate effect is on the legality of abortion in the U.S., other SCOTUS decisions also relied 
on the foundation of privacy in the due process clause. As such, it is not clear at this point to 
what extent this decision will affect the privacy debate. 

It should be noted that, although this history is focused on the U.S. perspective, the full impact 
of the Dobbs decision will be international. Many people have noted that this decision will shape 
how technology companies implement and maintain privacy (Federman, 2022; Krishnan et al., 
2022; Privacy International, 2022; Sexton, 2022), how medical organizations protection patient 
information (Clayton et al., 2023; Henneberg, 2022), and how information gathered from 
technology companies will affect law procedures (Edelson, 2022; Kamin, 2023; Marathe, 2022; 
Stuart, 2023). The Internet is a global network, so the capabilities that technology companies 
build in the U.S. will impact the services and protections that they can provide in other parts of 
the world. 

In this talk, we will discuss the evolution of the concept of privacy through legal scholarship, 
focusing on how Dobbs influences that debate. We will also discuss the multiple forms of privacy 
(including decisional privacy) and how the U.S. and E.U. differ in their approaches. Finally, we 
will highlight concerns about how the shifting U.S. legal approach may impact privacy 
protections on the Internet moving forward. 

 

KEYWORDS: Privacy, decisional privacy, SCOTUS, substantive due process. 
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EXTENDED ABSTRACT 

This presentation will be given in the form of a dialogue between Laaksoharju and 
Kavathatzopoulos. Let us start with an introduction. 

In the recent years, dystopian prophecies regarding artificial intelligence (AI) have garnered 
public attention. For instance, the risk of AI becoming exponentially more powerful than all 
human intelligence combined, acquiring an independent existence of itself, transforming us into 
something we do not want to be, evolving in a radically different way, even affect the whole 
universe, etc. (Kurzweil, 2006; Bostrom, 2014; O’Neil, 2016; Harari, 2016; Reese, 2018; Tegmark, 
2017; see also Future of Life Institute, 2023). Although not everyone agrees on whether any of 
these things will happen, or when they might happen, these prophets have in common that they 
focus mainly on the technical aspects of the issue or on AI itself and its purported potential. 
There is, however, another interesting – and in our view more relevant – angle to AI as a 
phenomenon, namely the effects that even weak but well-functioning AI could have on human 
nature, or life in general. 

The complexity and opacity of many AI algorithms is often called out as a great risk of potentially 
losing control over the algorithms. Consequently, large research efforts have been invested in 
what is called “Explainable AI”. We do not wish to dispute the importance of this research area 
but perhaps additional considerations can be added to nuance the ambition.  

First of all, complexity and opacity in themselves do not necessarily imply loss of control, if the 
algorithms are completely predictable. For instance, most people do not know how the 
technology in a regular car works and the trend has been that in every new generation of cars 
even more of the underlying technology is hidden from car owners. As long as the car functions 
as expected, this is likely net beneficial for the cognitively overloaded (post)modern individual.  

Some will argue that the trend of hiding technological complexity threatens human autonomy 
and indeed there is a sacrifice of autonomy in, e.g., giving up some control over your vehicle. 
Nevertheless, most seem to consider that the benefits outweigh the minor harm in giving up 
low-level control. Judging from the public attitude, this will be a likely fate of algorithms as well 
when they start producing consistently reliable results. Most of us will have no interest in 
scrutinizing the process behind an algorithm’s recommendation or classification when it is 
perceived as accurate. 

However, this means a cognitive cost. When algorithms will be perceived as reliable, they will 
start entering the fabric of truth production, much like calculators have been elevated to 
determining the correct result of arithmetic calculations and how statistical tests have come to 
represent the existence of correlations. The difference here is that AI algorithms can tell the 
“truth” about so much more than statistical tests. They will be able to decide for us whether we 
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are looking at a picture of a sloth or a chocolate croissant (see e.g. Zack 2016, Alasadi 2019). One 
day we may have become so used to trusting the algorithm so that instead of musing over how 
similar some sloths and some chocolate croissants look in some photos, we will be fascinated 
with how some photos of croissants actually could have been photos of sloths, and vice versa, if 
the computer did not tell us the truth. When algorithms are accurate almost every time, we will 
quickly lose our current skepticism towards them, simply because skepticism is unnecessarily 
burdensome. In other words, what the algorithms tell us is the truth will be the most convenient 
belief. Solomon Asch (1956) would not become surprised. 

Here it is time to introduce the different positions of Laaksoharju and Kavathatzopoulos. 
Kavathatzopoulos (2024) claims that potent (weak) AI could become an existential threat by 
fulfilling our needs to the extent that the human capability to reason will eventually wane. After 
all, if any human goal can be fulfilled by AI, why would we ever need to practice our reasoning 
ability? In a sense, this is a philosophically and psychologically founded Wall-E prophecy of the 
future. 

Laaksoharju claims that this prediction is based on an overly teleological assumption of both 
human behaviour and of AI. When it comes to humans, goal fulfillment, as a construct, is not a 
necessary condition for activating thinking, and when it comes to AI, the goals that are currently 
formulated and assessed are in the form of tasks for which there exist ground truths that have 
been somewhat arbitrarily decided by humans. The implication of this is that the current success 
of algorithms is more of a social construct than something that corresponds to any actual human 
need; a self-selected group of arbiters’ have chosen what problems are relevant to be processed 
by AI and then deemed these problems as solved to some extent. 

Before proceeding, it should be mentioned that the positioning of human nature outside of, or 
in opposition to, technology is limiting. In line with the views of Bernard Stiegler (1998), we see 
technology as a response to human/organizational/societal values and by that entangled with 
human nature. Humans do not primarily interact with technology but their interaction with 
other humans is augmented/mediated/supplemented by technology. With this lens, nuclear 
weapons, for instance, are arguments in negotiations about territorial power, and AI algorithms 
are arguments in negotiations about power in general. 

In essence, the dialogue is revolving around the concept of goals and its importance for human 
existence. If Kavathatzopoulos is correct, even weak but effective AI will lead to the demise of 
humanity. If Laaksoharju is correct, strong AI is still a pipe dream and weak AI will be just like 
any technology introduction – it will change the logic of existence to some extent but humans 
will find new ways to compete with each other. The questions to be addressed in the dialogue 
are thus: 

1. Do goals "exist" or not?  
Kavathatzopoulos claims that goals are an integral part of thinking/life, which emerged 
because of uncertainties in the kinesis of the world. However, if they do exist, they are 
either real (which conflicts with the perception of the world as chaotic motion, which 
itself is a prerequisite for the existence of goals since goals have meaning in a world of 
uncertainty; real goals seem to be a contradiction in terms) or the goals are an illusion 
of thinking (which is in accordance with the world as chaos, i.e., goals arise in 
uncertainty, as something to be sought, identified, and pursued, but they cannot be real 
because then the whole process/thinking would be "locked").  
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Laaksoharju simply refutes the explanatory value of “goals” for understanding human 
behavior and instead claims that humans largely act by following mental patterns that 
are activated by stimuli in their lifeworlds. However, Kavathatzopoulos means that there 
is no explanatory value of “goals” but they are there together with the thinking process, 
which is not possible to run without both of them. 

 

2. Are self-determined goals sufficient for AI to become "autonomous"?  
Kavathatzopoulos will argue for the possibility that if goals arise in connection with 
uncertainty and life emerges, perhaps facilitating "goals" for AI will open up the 
possibility for AI to have its own "life". Perhaps the more one "confuses" AI regarding 
which goals to strive for or invent on its own, the harder it will be for AI to become 
autonomous. 

Laaksoharju will argue that goals can be useful for programming sensing systems to 
determine how to regulate their behaviors, but that this goal-directed behavior will not 
lead to anything similar to human consciousness in machines. 

The ironical conclusion of this introduction is that the predictions of both Laaksoharju 
and Kavathatzopoulos will lead to an understanding of human existence as aimless, with 
the difference that we are either experiencing it already now or we will as soon as we 
have perfected AI to fulfill all our desires. 

 

KEYWORDS: Artificial general intelligence, motivation, existential threat, alignment problem. 
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EXTENDED ABSTRACT 

Introduction 

Digital technologies underway are reshaping societies today and in the future. Economy 
digitalisation is an ongoing and continuous process, which promises to spur innovation, generate 
efficiencies, and improve services. Besides, a successful transition is a key condition to boost 
more inclusive and sustainable growth; although, digitalisation can be a disruptive process with 
unforeseen results (OECD, 2018).  

Digital finance is a blurred and multidimensional concept under debate which the following data 
demonstrate: 

a) “annual data generation is estimated to be doubling every year, and the overall size will 
reach 44 zettabytes (that’s trillions of gigabytes) by 2020” (Bayat-Renoux, Svensson & 
Chebly, 2021), as well as it is expected the world generate 181 zettabytes by 2025 
(Pointing, 2022); 

b) digital finance potential boost of emerging economies` GDP (Gross Domestic Product) 
expectation is $3.7 trillion by 2025, with a six per cent increase versus a business-as-
usual scenario (Khera, 2021); 

c) Artificial Intelligence (AI) alone could lift global GDP by an estimated US$15-20 trillion 
by 2030 through digital finance optimisation (Report Linker, 2023). 

However, some doubts arise: i) digital finance will be a novel concept?; ii) which data or statistics 
acknowledge it?; iii) to what extent digital finance will occur?; iv) which potential technologies 
fuel it?; and v) potential ethical issues? 

 

Digital finance 

Definition 

In the literature, there is no agreement on the digital finance definition despite a wide spectrum 
of international and national institutions, as well as private companies that lead with a large 
range of novel products or technologies in finance. Some keen examples are: 

a) digital financial services are an ecosystem consisting of users who require digital and 
interoperable financial products and services through digital means from providers. 
These providers are responsible for financial, technical and other infrastructures; while, 
complying with laws and regulations to make such services accessible, affordable, and 
safe (ITU, 2023); 
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b) digital financial services can integrate any financial process through digital technology, 
which can include electronic money, mobile or online financial services, iteller solutions, 
and branchless banking (European Union, 2023); 

c) digital finance acknowledges services delivered over digital infrastructure with low 
usage of cash and traditional bank branches. Digital infrastructure encompasses whole 
devices that connect individuals and businesses to digitized national payment 
infrastructure, facilitating transactions across all parties (Feyen et al., 2021). 

 

Therefore, the author will attempt to draw conceptual boundaries in interconnected definitions. 
Some examples are “e-money”, “electronic banking”, “mobile banking”, “fintech”, etc. 

 

Conceptual boundaries 

To draw conceptual boundaries several procedures are required: i) define each related concept; 
ii) understand their potential relationships; and, iii) the author rationale. 

E-money is as an electronic store of monetary value for making payments to entities other than 
the e-money issuer (European Central Bank, 2023). E-banking is a procedure between a 
bank/financial institution and its customers for encrypted transactions through the web or, 
customer basic requirements (personal data, balance inquiry or account state) (Team FinFirst, 
2022). Mobile banking is widely recognised as e-banking services through APPs in order to retort 
customers demand (mobility and immediate access) (CFI Education, 2021). Fintech refers to a 
myriad of technologies to augment, streamline, digitize or disrupt traditional financial services. 
Some examples are: i) make a deposit through a snapshot of a paycheck; ii) peer-to-peer lending; 
or, iii) immediate currency exchange (Walden, 2022). 

This interconnected continuum is strongly aligned with the ITU definition; however, it 
encompasses numerous social and ethical dilemmas (equity, digital divide, security, etc).  

 

What to predict? 

Predict is guessing! Although, despite the shade, it is possible to shed some light upon 
forthcoming technologies in financial services. IBM argues that cloud computing is becoming 
mainstream in banking, namely, to search the optimal mix between traditional IT, public and 
private clouds. “With hybrid cloud, banks have the flexibility and benefits of both private and 
public cloud, while addressing data security, governance, and compliance” (Marous, 2018a). 

API platforms are changing entirely the banking ecosystem since financial institutions serve as 
platform. I.e., other stakeholders build their own applications using the bank’s internal data; so, 
traditional commercial or retail banking will be under pressure (Marous, 2018b). This process 
will be enhanced with robotic process automation (RPA), because it simplifies compliance by 
retaining detailed logs of automated processes, automatic reports to auditors or managers. 
Recent estimates denote that intelligent automation, a blend between machine learning and 
data patterns analysis, will reduce administrative and regulatory processes costs by at least 50% 
(Rajan, 2018; Donelly, 2022). 

Instant payments technology is already available in some countries through P2P services, which 
are a tempting opportunity to achieve speed, experience, and availability that fulfil generation 
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Y consumers' expectations (Marous, 2018c). However, extended mobile solutions require a 
different digital structure, as well as, organizational in which Artificial Intelligence (AI) will play 
a decisive role. From the mashup explosive growth of structured and unstructured data, novel 
technologies (e.g., cloud computing, machine learning, etc.) several pressures arise (European 
Union, 2023). 

Those pressures along with security and privacy enable blockchain technology; although, 
despite the transformational impact on the baking industry that some experts argue (Quindazzi, 
2017) some recent cases regarding blockchain and cryptocurrencies deny it (Xu et al., 2022). 
Therefore, a recent trend on cyber risks is prescriptive security, which explores AI and other 
tools to monitor, detect and stop in real-time potential threats before they strike (Streeter, 
2018).  

Marous (2017) also suggests that augmented reality (AR) and virtual reality (VR) can help bank 
customers autonomy in physical investments, i.e.., during a visit to a house, store or land 
immediate information on property sales, price tendencies, current listings, and properties 
selling or sold in the area is delivered. The scope is narrowed and most likely will occur for other 
financial products. Interconnected technologies to AR and VR such as smart vision systems, 
virtual assistants, natural language processing technologies will arise shortly. One example is 
Amazon’s Alexa, a virtual assistant, for the Bank of America. Therefore, smart machines attempt 
to digitally engage customers through guidance and support (avoid customer loss) (Rock Paper, 
2022). 

At last, but not least, quantum computing will support the entire network or infrastructure. 
These represent a major leap forward in computing power, surpassing cloud or blockchain 
potential. JP Morgan and Barclays have an agreement to investigate quantum computing 
potential (Brown, 2016). 

 

Gray predictions 

Some institutions, for instance, the World Bank describe “digital finance” as an important 
milestone for societal inclusion; although also is a potential minefield regarding supervisory and 
regulatory actions (ITU, 2023), because digital finance is a sociotechnological-driven process. 
I.e.., requires education upon decision making, financial and technological literacy. The author 
believes that neuroeconomics will play a decisive role, since it is an interdisciplinary research 
field that explains decision making, multiple alternative procedures and what actions are to be 
followed (Rebecca & Belden, 2011) 
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EXTENDED ABSTRACT 

Artificial Intelligence (AI) technologies rapid development and use stimulate vigorous discussion 
about their potential, in different contexts and uses (Carvalho et al, 2022). The application of 
Artificial Intelligence (AI) by various information and communication technology (ICT) 
professions provides several benefits (Eurostat, 2022). More specifically, varied viewpoints lead 
to more robust AI systems (Liu et al, 2022). When people from various backgrounds cooperate, 
they contribute unique ideas and experiences that can improve AI technology development and 
implementation. Second, the diversity of ICT experts means that AI systems are intended to 
appeal to a broad spectrum of users, supporting their diverse wants and preferences. As a result, 
AI applications become more inclusive and user-friendly (Meyer & Henke, 2023). However, there 
is a lack of research on how to provide AI technology in a more aligned way with social ideals and 
promote justice, transparency, accountability, and inclusion by including various viewpoints. In 
this study, the successful case study of [masked due to blind review], A European Positive Sum 
Approach towards AI tools in support of Law Enforcement and safeguarding privacy and 
fundamental rights, targeted at developing pathways on the basis of ethical views of ICT and 
academic professionals for AI design and development. To this direction, different background 
and expertise has been gathered in order to have a broader and more comprehensive 
understanding of issues and concerns related to the use of AI-based technologies in the security 
domain. Moreover, in order to conceptualize in depth ethical and security controversies, diverse 
societal sectors have been engaged in the light of taking into consideration all the voices and 
perspectives when developing ethical and legal oriented policies. 

A controversial issue nowadays raises the question of whether the diversity of information and 
communication technology (ICT) professionals can raise ethical concerns. From an initial point of 
view, this inclusion may more effectively recognize and resolve biases and discriminatory 
behaviours in AI systems. Diversity gives a variety of viewpoints and experiences, which aids in 
the identification and mitigation of biases in AI systems. The danger of developing discriminatory 
or unjust AI algorithms that disproportionately affect particular persons or groups can be 
reduced by incorporating specialists from diverse backgrounds. Diverse viewpoints also improve 
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decision-making and encourage more inclusive AI systems that respond to a larger spectrum of 
users' requirements. 

Furthermore, understanding the socioeconomic and cultural settings in which these 
technologies are employed is required for ethical issues in AI research. Diverse ICT experts 
contribute a plethora of cultural, social, and ethical understanding that may be used to inform AI 
system design and deployment. This guarantees that AI technology is consistent with local 
values, conventions, and legal frameworks, preventing ethical conflicts or harm. In this context, 
the use of AI by diverse professionals fosters transparency and accountability, because different 
viewpoints and expertise contribute to making AI systems explainable, auditable, and subject to 
critical examination. 

On the other hand, the ethical views on the use of AI by diverse ICT professionals can vary based 
on individual perspectives and cultural backgrounds. In terms of [masked due to blind review] 
case study systematic surveys have been conducted to unlock specific ethical issues and 
concerns both at local level to identify methods and strategies of single countries but also 
compare different perceptions and feelings of similar topics. To this end LEAs (Law Enforcement 
Agencies) have been engaged along with relevant experts through policy labs. 

In particular, academics and practitioners experience from different lenses and perspectives the 
potential implications of adopting AI-based technologies. One concern is the potential for biased 
outcomes in AI systems, as stated before. If professionals do not address biases in training data 
or fail to account for diverse perspectives during system development, AI can perpetuate 
existing societal biases and discrimination. Another concern is privacy and data protection. With 
diverse ICT professionals working on AI, there is a need to ensure that personal data is handled 
responsibly, and individuals' privacy rights are respected. Moreover, accountability and 
transparency are essential ethical considerations. Diverse professionals must be diligent in 
making AI systems explainable and auditable to avoid potential negative consequences. 
Additionally, there is a concern about the impact of AI on employment. 

Professionals need to consider the potential displacement of jobs and work towards minimizing 
adverse effects on individuals and communities. Lastly, there is the broader ethical concern of 
power and control. AI technology should not concentrate power in the hands of a few or 
reinforce existing inequalities. By acknowledging and addressing these ethical concerns, diverse 
ICT professionals can work towards developing AI systems that align with societal values, 
promote fairness, and have a positive impact on individuals and communities. 

Identifying different views, theories and perceptions in the AI ethics discussion could improve 
the potential of AI technologies on a global scale in a multidisciplinary social, cultural, political 
and ethical manner. In literature, a number of research initiatives and academic endeavours 
targeted to identify unacceptable risks and prohibited AI practices. The challenging point is 
which categories of high-risk AI systems have been elaborated so far, what redress mechanisms 
are revoked and the opening issues by diverse fields, sectors and environments. 

Given the main motivation for AI’s use and its relevant applications, which is the economic 
benefits and sustainability for different sectors such as education, healthcare, business 
management and agriculture, it is of great importance to (a) review the perceptions of diverse 
actors and environments in AI world and (b) stress the achievements and the gaps so far in 
respect to ethical guidelines’ implementation. The present work, therefore, reviews relevant 
initiatives such as the [masked due to blind review] project and [masked due to blind review], 
that attempted to converge different contexts on this topic in order to acquire sufficient 



Proceedings of the ETHICOMP 2024. Smart Ethics in the Digital World  

160 21st International Conference on the Ethical and Social Impacts of ICT 

evidence for effective mechanisms, strategies and policies. In addition to this, and in order to 
prepare a more consolidated work, interviews with companies including diverse ICT 
professionals in the use and implementation of an AI-based solution will be conducted. These 
interviews aim to discuss the ethical issues that might be raised during these processes, and how 
they are handled. 

The present work highlights also the dynamics and interactions that could be deployed between 
diverse AI actors and stakeholders and investigates if there is balance and complete 
consideration of AI ethics in a horizontal way. Also, it leverages the synergies of research 
initiatives and the tools that these synergies use for a dynamic and interactive knowledge 
diffusion. AI technology can be influenced by those “who build it and the data that feeds it” 
(Kim, 2017). Therefore, the role of context, education and culture could be reflected in AI 
development and use and vice versa. Upon this, among the considerations of the present work 
is how sustainability in education and training programs of ICT professionals can be achieved 
and which pathways and what kind of effort and individual involvement are required to meet AI 
challenges. 

This attempt is currently happening at an official level, in terms of the EU Legislation which has 
been voted, the Artificial Intelligence Act. The Commission proposes to establish a technology-
neutral definition of AI systems in EU law and to lay down a classification for AI systems with 
different requirements and obligations tailored to a 'risk-based approach (Madiega, 2021). 

 

KEYWORDS: AI technologies, ethical and security controversies, inclusive and user-friendly AI, 
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EXTENDED ABSTRACT 

 The development of the internet and social media has dramatically altered the way people 
communicate and share information, creating new opportunities for social interaction, business, 
and entertainment. In fact, social media platforms like Facebook, Twitter, and Instagram allow 
people to communicate with each other in a real-time, despite their physical location. 
Furthermore, social networks have expanded and diversified their offerings. For example, 
Facebook has acquired Instagram and WhatsApp, and it has launched features such as Facebook 
Live and Facebook Marketplace. Likewise, Snapchat has introduced new features such as Snap 
Map and augmented reality filters. As well, LinkedIn has introduced new tools for job seekers 
and recruiters, and Twitter has expanded its focus on news and live events. In general, social 
media platforms make it easy to share news, articles, photos, and videos with friends, family, 
and followers (Dizikes, 2020). Overall, social media networks have evolved to become an integral 
part of daily life for many people, with a wide range of uses and features. According to Smart 
Insights, the number of social media users globally increased from 4.2 billion in January 2021 to 
4.62 billion in January 2022. As a result, people post 500 million tweets, share over 10 billion 
pieces of Facebook content, and watch over a billion hours of YouTube video during the day 
(Chaffey, 2023).  

 There has been a significant growth in using social media networks in the Arab world over the 
past few years. According to a report by Global Media Insight (2023), for instance, there are over 
28.8 million active social media users in Saudi Arabia, which represents 79.3% of the total 
population, and 99.8% of the UAE population is using social media networks. Moreover, Kemp's 
(2023) report shows that 96.8% of Qatar's population, 58.8% of Jordanians, and 47% of 
Egyptians are using social media networks. This growth in social media usage can be attributed 
to various factors, including the development of ICT, the increasing availability of affordable 
smartphones, high internet penetration rates, and the growing popularity of social media 
platforms among Arab youth (Alammary 2022). Same as the rest of the world, Arabs are using 
social media networks for different purposes, such as communicating with friends and relatives, 
shopping, seeking jobs, and so on. For example, social media networks are widely used by elites 
and everyday citizens to discuss politics and achieve political goals. In this context, a study by 
National Endowment for Democracy found that social media has become a powerful tool for 
political mobilization in the Arab world. Researchers have also used social media data to study 
political behaviour in the Arab world (Siegel, 2019). Furthermore, a report by Pew Research 
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Center claimed that social media played a role in the Arab uprisings that began in 2010 (Brown, 
Guskin & Mitchell, 2012). 

 Despite that social media has become an integral part of our lives, it comes with its own set of 
privacy concerns. Some of the most common social media privacy issues include social media 
phishing scams, hacking and account takeovers, shared location data used by stalkers and 
predators, data mining leading to identity theft, privacy “loopholes” exposing your sensitive 
information, employers or recruiters evaluating you based on your posts, doxing leading to 
emotional distress or physical harm, cyberbullying and online harassment. Furthermore, social 
media platforms such as Facebook, Twitter, and Instagram collect and store massive amounts 
of personal data from users, including their location, search history, and social interactions 
(Zhang et al., 2020). This data is used to deliver personalized content and advertising to users, 
which can be beneficial for some individuals. However, concerns arise when this personal data 
is misused, shared without consent, or exploited for profit. For instance, millions of Facebook 
users' data was harvested without their consent and used for political advertising (Cadwalladr 
& Graham-Harrison, 2018). Moreover, Children are at risk of online grooming, cyberbullying, 
and exposure to inappropriate content, while individuals with disabilities may be more 
susceptible to online scams and phishing attacks (Kargupta & Kumar, 2021). 

The basis for morality and ethics in the Arab world, especially for Muslims, is primarily derived 
from the Qur'anic text and the verbatim quotes from the Prophet Muhammad, known as the 
Sunnah.  

These sources constitute the foundation of Sharia law, which not only shapes the judicial system 
but also establishes societal norms and expectations for behaviour. The concept of privacy is 
highly valued and is an integral part of daily life in the Arab world. The Holy Quran emphasizes 
the importance of seeking permission before entering someone's home as a means of 
safeguarding privacy and maintaining the sanctity of the house and body. The act of knocking 
on a door three times before entering is intended to prevent unintentional intrusion on one's 
private space, especially in situations where one may be in a state of undress or with their 
spouse or family. Failing to seek permission and entering without consent can lead to an invasion 
of privacy (Norah & Sarah, 2016). 

The Arab world has a unique cultural and social context that affects the way people view privacy. 
For instance, people in the Arab world may value privacy differently than people in the Western 
world. Understanding these cultural differences is crucial in designing effective privacy policies 
that are sensitive to the needs and expectations of the Arab population (Askool, 2013). Besides, 
studying social media privacy concerns in the Arab world is required to understand cultural 
differences, political implications, business opportunities, and human rights issues. It is essential 
also to develop effective privacy policies and protect the privacy of individuals in the region 
(Norah & Sarah, 2016). Furthermore, social media has played a crucial role in the Arab Spring 
uprisings that took place in the region. These events have highlighted the importance of social 
media platforms as tools for political mobilization and expression of dissent. In fact, privacy 
concerns in the Arab world are not just about protecting individual rights, but they also have 
significant political implications (Abokhodair et al., 2017). 

The Arab world is a rapidly growing market for social media platforms, with a high rate of social 
media adoption among its population. Understanding privacy concerns in the region is crucial 
for social media companies that wish to tap into this market and build trust with their users 
(Khawla F Ali et al., 2020). Also, privacy is a fundamental human right, and social media privacy 
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concerns in the Arab world are no exception. In this context, the previous research focused on 
the effect of cultural restrictions on individuals’ motivation, users’ attitudes, intentional 
behaviour, and social media's actual use, in addition to understanding the purposes, benefits, 
and risks of its use (e.g. (e.g., Askool, 2013; Abaido, 2020; Asiri et al., 20217). Also, some of the 
previous research investigated the role of Islam and cultural traditions in constructing norms 
around privacy (e.g., Abokhodair et al., 2017; Shehu et al., 2017). However, there are limited 
studies that investigate the impact of culture and governing laws in mitigating the negative 
impact of privacy while using social media websites. In particular, understanding and respecting 
the privacy boundaries of other users while interacting with them on these platforms. Hence, 
the extended research aims to investigate the role that morality and ethics that are driven from 
Islam and Arab culture are playing in regulating users’ interaction with others over social media 
websites if associated with national laws that govern such interaction. In this way, the 
researchers believe that the research results will introduce a practical solution that could be 
used to make social media platforms a safe place for users, especially while interacting with 
others. Also, the extended research will propose recommendations for future research to 
expand the study and generalize its results. 

 

KEYWORDS: Social Media, Privacy, Arab World, Ethics. 
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EXTENDED ABSTRACT 

With the growth of the internet, consumers are using social media more for information and 
enlightenment on which to base their buying decisions about a particular product or service. 
Social networks, integrated into the daily habits of many of their users, provide the consumer 
access to information about both products and brands, influencing the consumer’s decision 
process and, consequently, changing the way brands communicate with consumers (Castelo, 
2020, pp. 32-33). For Castelo et al. (2020), social networking applications are applications that 
allow users to connect with each other by creating profiles of personal information and 
exchanging messages with each other, and to share photos, videos, and audio files. Also 
according to these scholars, (1) the possibility of connecting with other users and sharing 
information and opinions about products and brands has made these applications an effective 
vehicle for word of mouth, and (2) by allowing a constant exchange of information between 
users, social networks are seen as both a challenge and an opportunity for brands, and 
marketers are forced to explore the feasibility and possibility of integrating these applications 
into their strategies to communicate more effectively with their consumers and strengthen 
relationships with them. 

It is predicted that mobile usage will grow globally with direct impact on content creation by 
digital influencers. In the influencer marketing industry, one can see the emergence of 
entrepreneurs who have turned their influence into a business by launching their own products. 
digital influencers in looking to partner with brands to invest in a long-term relationship as it not 
only builds trust but adds legitimacy, another trend that is growing over time is authenticity in 
media. Social media communication is no longer robust because of the great diversity of digital 
platforms, giving users the power to be active and present in the communication process with 
brands. With this, the main purpose of social networks is specifically to empower people to 
publish content on the internet, such as photos, posts, videos, among others, all over the world 
(Marques, 2022). 

Influencers are referred to as opinion leaders, meaning that they are personalities with a large 
network of followers and fans, who have become dominant members of this online community 
(Casaló et al., 2020). In this perspective, digital influencers have been gaining the attention of 
brands due to (1) the increasing dissemination of their content (Kim & Park, 2023) and (2) the 
mitigation of risks associated with human error in marketing campaigns, as they are ageless, 
digital avatars with no offline existence that could potentially jeopardise their online persona 
(Kim & Wang, 2023). 

It is therefore important to delimit the ethical issues associated with digital influencers, taking 
into account the potential for deception and issues linked to moral responsibility (Kim & Wang, 
2023, p. 4), such as “Transparency about the identity of these influencers and their content 
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sources is paramount, underscoring the need for disclosure about those responsible for their 
creation and management.”. Besides, it is also relevant to research how can digital influencers 
leverage, by the use of their social media networks, consumption-driven social change linked to 
ethical consumption (Aboelenien et al., 2023). Therefore, the concept of ethical influencer 
arose. Also according to these scholars, “legitimate their accounts via close-up of personal 
practices, as opposed to an articulated persona, and connect with divergent audiences to 
advocate for the need change.” (p. 1). 

For Lou and Yuan (2019), digital influencers are online personalities who have gained a large 
number of followers, through one or more social networks (e.g., Facebook, Instagram, Twitter, 
Tik Tok, YouTube, or personal blogs), who have a great influence on their followers and unlike 
public figures, influencers are “regular people” who create content in specific areas such as 
healthy living, travel, food, lifestyle, beauty, or fashion. The strategy that influencers use to 
capture attention for a particular target is to convince them that what they believe, or think is 
based on false information or otherwise may convince them that what “other people” believe 
or think they know is based on false information, leading to a feeling of superiority. Which leads 
influencers to learn how to capitalize on the opportunities the Internet offers to shape a reality 
that is available to its users (Forest, 2021). 

The consumer may turn to one source about fashion, while being inclined to look for another 
about cooking, and so on. For example, by following a nutritionist on Instagram, the consumer 
will be influenced, but only in the context of healthy eating and other topics related to active 
living, tips and eating. This means that certain figures are influential in their area of expertise. 
For Levin (2020), there are three levels of influence: (1) experience and credibility are at the first 
level, (2) on the second level is the strength of the relationship with the followers and the trust 
they have in the influencer they follow; the better an influencer knows his followers and the 
greater the trust, the more targeted and effective his content is and (3) the number of followers 
you can reach is the third level of influence; by reconciling and optimizing these three levels, an 
influencer will be able to produce quality content and effectively advertise any product or 
service.  

Typically, influencers have the power to try new products or services according to their domain 
of interest earlier than most consumers, which gives them early insight into how these products 
and services fit into their lifestyles. Influencers leverage this early insight to review products, 
make recommendations, and offer tips to their followers, thus allowing them to build credibility 
and monetize their work through partnerships and campaigns they run. Followers perceive 
influencers to be popular personalities and more trustworthy than celebrities, as they create a 
connection with their followers (Wondwesen & Wood, 2021). 

For Lou and Yuan (2019), social media influencers are online personalities with many followers, 
across one or more social media platforms, who have an influence on their followers. Contrary 
to celebrities who are well-known via traditional media, influencers are “regular people” who 
have become “online celebrities” by creating content on social media.  

Influencers perform marketing activities through advertising. Influencers promote brands or 
products through their content. In short, influencers can successfully perform marketing 
activities by introducing the product as organic content versus commercial content. Social media 
users are more likely to be receptive to a promotional message when it is perceived as a genuine 
message from the influencer. With this, they concluded that, content that matches an 
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influencer’s domain of interest, generates a more favorable evaluation of the products they 
sponsor (Kim, 2020). 

Forest (2021) uses the term “digital influence warfare” to refer to a form of psychological 
persuasion whereby the influencer can manipulate the believes and behaviors of others. This 
can be with the use of persuasive tactics, like information and disinformation, provocation, 
identity deception, computer network hacking, altered videos and images. 

Today, society is addicted to technology and social media, which is the dream of the younger 
generation that they want to be famous digital influencers. Digital influencers want to engage 
with customers in a more personal, mobile, and social way. As a result of that, brands trust more 
on digital influencers for continued sales growth and conversion rates (Teixeira, 2022). 
According to, Wang and Huang (2020) about 80% of marketers believe that digital influencers 
are powerful facilitators of consumer engagement and purchase. Digital influencers are 
individuals whose personal social media accounts have a stable and high number of followers. 
For example: a nano-influencer on Instagram has 1,000 to 5,000 followers, a micro-influencer 
has 5,000 to 20,000, a mid-level influencer has 20,000 to 100,000, a macro-influencer has 
100,000 to a million, a mega-influencer has more than a million. Finally, 60% of brands focus on 
influencer strategies when increasing investments in social commerce. 

With the growing relevance of digital influencers in peer-to-peer relationships and the potential 
adverse effects associated with idealised body representations, there are ethical implications 
about their use in influencer marketing that need to be investigated in the future (Kim & Wang, 
2023). As brands and businesses optimise social spaces and networks, consumers must look 
beyond the interests and commitments of influencers, because ethical influencers do not accept 
sponsorship in order to preserve their legitimacy (Aboelenien et al., 2023; Schouten et al., 2020). 
The right path for digital influencers to satisfy consumer needs is by transforming them into 
ethical influencers. 

 

KEYWORDS: Ethical influencers, digital influencers, social media, ethical consumption, moral 
responsibility. 
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EXTENDED ABSTRACT 

Artificial intelligence (AI) is designed to take over human tasks. When tasks that originally 
required human capacities are completely automated by AI, AI fully displaces humans in the 
exercise of the relevant capacities to complete that task. Let us call this the AI-displacement 
pattern. This can be disruptive because it forces humans to find new tasks or competencies, 
satisfying their basic needs in new ways. Some models of automation focusing on levels of 
control assume that this is the central pattern (Parasuraman et al., 2000). This feeds a view on 
which the main ethical concerns around AI-based automation are job displacement and loss of 
meaningful work. Such concerns have been addressed by proposals for retraining, by assurances 
that AI creates as many jobs as it replaces, and by discussions around the meaningfulness of the 
new tasks that replace old ones (Smids, Nyholm, & Berkers 2020). Discussing a specific case of 
AI-based analysis of protein folding, Bankins & Formosa argue that “While AlphaFold can assume 
significant tasks previously done by human scientists (i.e., determining protein structures) this 
should positively impact, or at least have a neutral effect, on task integrity if it allows scientists 
to re-focus their work efforts on other important aspects of their broader goal of curing diseases. 
However, there remain risks to AI being used in this way. Continuing with this example, if 
scientists have trained for many years to do the experimental work that AlphaFold can now do 
more quickly and accurately, this generates significant risks for their ability to exercise their full 
capacities, demonstrate their mastery, and utilise the skills they have invested years in 
developing to reach their full potential” (2023). 

Yet many upcoming AI applications are “human-centred” AI (HCAI) and therefore do not neatly 
fit the AI-displacement pattern. They involve human-AI interaction or human-in-the-loop 
solutions, where humans are expected to interact with, evaluate and conditionally override AI-
supported actions or judgments in the execution of tasks (Schneiderman 2020). The AI does not 
fully displace humans in the exercise of the task, and it does not fully displace the exercise of 
the relevant human capacities for executing that task. Instead, there are high levels of 
automation and high levels of human autonomy and control in relation to a task that is more or 
less similar to the original task. Usually this is argued to be a positive development in the 
application of AI (ibid.). To some extent, retraining and care for the preservation of meaningful 
work can address concerns about the HCAI pattern as well. However, there is a need for a closer 
look at this alternative pattern to discern any distinctive ethical concerns that it may raise. It has 
been argued that the application of HCAI is a “third path” that can result in amplifications of 
human autonomy and other meaningful aspects of work (Bankins & Formosa 2023). In this third 
path, “AI is neither assuming specific tasks that a human previously did (as in the first path) nor 
does managing the AI constitute a worker’s primary role (as in the second path), but rather the 
technology assists the worker to do her existing work better” (ibid.). 
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This paper aims to complement the account of Bankins & Formosa by analysing the relevant 
HCAI pattern and their “third path” in terms of disruption of human discretion, where this latter 
concept is understood as a kind of authority to make a judgment within a domain. Although 
existing work may be done differently, interaction with AI raises questions about whether the 
task is done “better” from the human user’s point of view. This analysis builds on theories of 
socially disruptive technologies (Baker 2013, Hopster et al. 2022) and of discretion (Dworkin 
1977). Even when it works well, HCAI is likely to result in well-grounded perplexity about 
whether and when to trust or rely on AI in the execution of a task, due to legitimate user 
concerns about responsibility gaps, hidden political and institutional agendas, and technological 
dependency. Such an account is different from Bankins & Formosa in that it is not psychological 
but moral-epistemological: it relates to legitimate moral concerns that a user may have about 
relying on HCAI when first experiencing it. It raises doubts about Bankins & Formosa’s prediction 
that this path generally leaves intact the elements of meaningful work — integrity, skill 
cultivation, and task significance — or even improves them. HCAI creates legitimate perplexity, 
leading to disruption in the exercise of human discretionary authority. Accounts of disruption as 
moral uncertainty point to the hazard and potential harm associated with it, as well as the 
challenge that it poses for moral agents (Author Reference). 

Explanatory AI (XAI), considered as part of the HCAI paradigm (Schneiderman 2020), can help to 
bolster trust and mitigate feelings of disruption (Bankins & Formosa 2023). However, it is argued 
here that in doing so it might simply beg the question of trust or distract humans from the 
underlying concerns. This is because even when functioning well, XAI does not actually answer 
question about what counts as responsible agency on the part of the user and what kinds of 
dependency are problematic, nor does it reveal all the hidden political and institutional agendas 
that may be involved when introducing an AI application and asking users to rely on it. The 
upshot is that HCAI may be morally disruptive in a different way than non-human-centred AI 
that fully takes over tasks. These moral disruptions might also be experienced by a much wider 
range of people than before, because of the dilemmas raised by widespread availability and 
experimentation with content generation technologies such as natural language generation 
using large language models (e.g., Chat-GPT), whose application can fit neatly within the “third 
path” and the HCAI paradigm. 

After a review of the literature on HCAI and the arguments for adopting it in Section 2, the paper 
applies the idea of moral disruption to it in Section 3. It is then argued in Section 4 that 
explanatory AI cannot fully mitigate this disruption. The paper closes with some observations 
about the future of HCAI. 

 

KEYWORDS: Human-centred artificial intelligence, discretion, moral disruption, explainable AI, 
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EXTENDED ABSTRACT 

This paper motivation is from comment in a comment in the Women in Cybersecurity (2022); 
“We know that the representation of women in cybersecurity hovers around 24%, far lower than 
it should be,” commented Lynn Dohm, executive director of WiCyS, in a statement. “We wanted 
to find out why this was the case and were somewhat — but not entirely — surprised that the 
most common source of women’s feelings of exclusion came from people, not company policies. 
This highlights the fact that we still have a long way to go when it comes to accepting women in 
the cybersecurity industry.” This paper discusses and possible solution to reduce the diversity 
gap in the cybersecurity field. It presents the reality check of cybersecurity that clearly highlights 
lack of women and underrepresented groups in this field. It also reflects on the various efforts 
proposed or/and implemented to address this concern. This is ongoing research where the 
author is passionate and motivated to address as well as propose some pragmatic steps towards 
creating a cybersecurity pipeline with diversity including women and underrepresented groups. 

Many research and article throw light on the underlying factors of lack of diversity in STEM field 
including cybersecurity and the impact of stereotypes and gender bias. Hundreds of studies have 
conducted research on, for example, the power of stereotypes to influence performance 
through a phenomenon known as “stereotype threat.”, disengagement from fields in which 
women are negatively stereotyped, such as computing and cybersecurity (solving the equation). 
The good news is that practitioners, academia and community as whole acknowledges that 
there are concerns in the talent pool or the lack of talent pool that goes beyond just demand 
and supply gap numbers in the cybersecurity area. The Economics Forum stated two major 
issues: 1) The global cybersecurity skills gap; and 2) The lack of diversity in the cybersecurity 
workforce. Studies in SANS (ICS, 2023) highlight that 3.4 million people are needed to fill the 
global cybersecurity workforce gap. Consequently, a survey by the World Economic Forum 
(2022)) that 59% of businesses would find it difficult to respond to a cybersecurity incident due 
to the shortage of skills. It also states that the cybersecurity sector needs 3.4 million people to 
fill its workforce gap.  

There are many articles that reflect on how to create a pipeline starting from kindergarten 
school. This can be empowering and can perhaps impact the shift in the mindset of a field itself. 
For example, the author the author’s white paper, collaborative paper with Microsoft (2018) 
highlights how engaging young girls creating a role and having hands-on activities can spark 
interest in cybersecurity and STEM fields. 

This paper focuses on some of the pragmatic ways the organization can focus on that can 
motivate and retain diverse employees in the cybersecurity field. Consequently, it can 
contribute to changing structures and environments with increase in women’s representation 
and underrepresented group. This paper takes the four categories from her findings of the 
research at K12 into the context of a workplace environment. It uses the “9 Strategies to 
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Improve Gender Diversity in the Security Workforce” Security Intelligence, 2020) article as a 
starting point to highlight some examples to retain women in this ever evolving field. The 
strategies include: 1. Support Competitions and Scholarships Specifically for Women; 2. Set Up 
Internship Opportunities; 3. Use Inclusive Language in Hiring Efforts; 4. Involve Women in 
Recruitment; 5. Provide Opportunities for Lateral Growth; 6. Enable Employees to Pursue 
External Certifications; 7. Consider Women Who Are Rejoining the Workforce; 8. Offer Fair and 
Equitable Compensation; and 9. Organize Pathways for Advancement. Support Competitions 
and Scholarships Specifically for Women. These are explained below. 

Support Competitions and Scholarships Specifically for Women: This refers to various 
scholarships or events that are inclusive to young women. For example. host a security-focused 
hack-a-thon or a capture the flag competition specifically for women that focuses on hands-on 
security skills, teamwork and applications to real-world cybersecurity challenges. It is also a good 
idea to share opportunities about scholarships and competition that are women centric 
conferences. For example, Women in Cybersecurity annual conference or The Women’s Society 
of Cyberjutsu (WSC), a 501(c)3 non-profit, is dedicated to raising awareness of cybersecurity 
career opportunities and advancement for women in the field, closing the gender gap and the 
overall workforce gap in information security roles. The use of inclusive language in hiring efforts 
and involving women in recruitment process are important factors to encourage women to 
consider cybersecurity career. For example, advertisements in cybersecurity positions with 
language and images that are inclusive of all applicants can motivate women to apply for 
employment. Another example of this strategy is to involve senior-level women directly in the 
interviewing and recruiting processes. This makes the applicants aware there are other women 
in the organization as well as opportunities for them in advancement within the organization. 

Other strategies are to provide opportunities for lateral growth and enable employees to pursue 
external certifications. Creating professional development programs for new hires in 
cybersecurity that allow them to rotate through different areas of the organization that deal 
with security. This can help them determine which areas they are most interested in and where 
they might find the best fit in the long term. In this field, certifications add value to the 
professional development. Hence, providing support for women to engage in external training 
and certification programs related to cybersecurity, such as Certified Information Systems 
Security Professional (CISSP) training or Certified Information Security Manager (CISM) 
certification. The other two strategies in this paper refer to considering women who are 
rejoining the workforce and also offer fair and equitable Compensation. It is critical that salaries 
across cybersecurity roles ensure that women are not being paid less than men for the same 
job. Finally, it is important to organize pathways for advancement. The author has experienced 
that first hand as she has conducted many outreach projects for high and middle school girls 
that are linked to STEM including cybersecurity subjects. In the article “Empowering women can 
help fix the cybersecurity staff shortage” (2022) published in The Economic Forum states that 
Our survey corroborated some traditional thinking – but refuted other key, long-held 
hypotheses: 1) It’s important to engage girls in STEM early. Their research confirmed this 
hypothesis as a majority – 78% – of our respondents said that they had first developed an 
interest in STEM in middle school or high school. 

Women are aware of cybersecurity. There’s a perception that awareness of cybersecurity is low 
among women. We found the opposite to be true: 82% of survey respondents said they had 
some or a lot of knowledge of cybersecurity; 2) Women have access to cybersecurity education. 
Another perception: low participation of women in cybersecurity because they lack access to 
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cybersecurity education. Our survey indicated otherwise. Specifically, 58% of respondents said 
they had access to cybersecurity education, and 68% had already taken a cybersecurity-related 
course; 3) Role models and senior encouragement are critical. That’s what anecdotal evidence 
suggested, and our survey validated the hypothesis. Role models played an important factor to 
avoid the negative perceptions of cybersecurity as a career choice. The top three priorities for 
women in choosing a job are contributing to society, earning a high salary and having a good 
work-life balance. However, 37% of respondents regard cybersecurity as a field where achieving 
that balance is difficult; 4) Lack of awareness also had a negative perceptions with a mindset 
that in cybersecurity is that it’s often regarded as a “boys’ club”. 

In light of the above, many articles highlight the importance of reducing the gap in cybersecurity 
field. For example, in the Cybercrime Magazine, Osborne (2022) highlight the women will hold 
30 Percent of Cybersecurity jobs globally by 2025 and female representation expected to reach 
35 percent by 2031. Furthermore, it has been shown in a survey of 2,000 female STEM 
undergraduate students in 26 countries spanning six regions conducted by BCG (Panhans et al, 
2022) indicates “Solving both of these cybersecurity challenges—the staffing shortfall and the 
gender-based inequity—begins with opening STEM doors to women and girls. But the effort 
can’t stop at early-stage access. It must gain breadth and depth as women advance in the field 
so that they can fully participate in cybersecurity throughout a career trajectory”. 
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EXTENDED ABSTRACT 

Cybersecurity is one of the most exciting areas of work and science. It is evident in the digital 
area, where almost every company, regardless of size, has an Internet connection. Access to the 
network offers many opportunities but also entails new challenges. One of them is the proper 
care of security in cyberspace. 

Along with the growing importance and use of digital technologies, the number of threats that 
organisations must counter also increases. Cybercriminals are using more advanced attack 
methods, so building security is evolving and improving. The introduction of effective security 
practices in cyberspace is crucial for protecting information, maintaining customer trust, and 
maintaining the stability of the company's operation in the era of universal digitisation. 
Responsible for cybersecurity is a continuous process and requires constant monitoring, 
adapting strategies and protective measures to the changing threat landscape. This is a 
complicated process, but there are different ones on the market with the possibility of 
implementing certain facilitations while maintaining an appropriate level of safety ((Steingartner 
et al., 2022), (Nwankpa & Datta, 2023)). Figure 1 summarizes the cybersecurity career path and 
shows how different activities cybersecurity specialities perform.  

 

Figure 1. Cybersecurity career path. 

 

• Source: https://www.spiceworks.com/tech/it-careers-skills/articles/cybersecurity-
career-path/ 

 

Moreover, cybersecurity issues make a perfect space for researchers. The computer systems 
exposed to cyberattacks need specially designed algorithms and techniques for security 
improvement. Such systems need secure communication between network nodes. Thus, 
researchers must propose new security protocols that will define the sequence of the steps 
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during the communications and use security techniques like encryption, timestamps, 
pseudonymity or hashing functions. Security protocols can be designed for cross-domain or 
specific solutions. Also, the security protocols should be constantly verified to check if they 
provide an appropriate security level ((Bartłomiejczyk et al., 2022), (Szymoniak, 2021)).  

Next, computer systems need tools to check the system's vulnerabilities and Intrusion Detection 
and Prevention Systems (IDPS). IDPSs monitor computer networks to detect and respond to 
suspicious or harmful activities. They analyse network traffic and identify patterns that may 
indicate unauthorised access attempts, attacks, or other unwanted activity. IDPSs monitor the 
network traffic, analyse the packet signatures, detect anomalies and respond to the incident. 
These tools mainly use artificial intelligence methods and techniques in their work (Apruzzese 
et al., 2023). Note that IDPSs have their limitations. They may not detect new or advanced 
attacks whose signatures are unknown. Therefore, IDPS systems must be updated frequently 
and have access to up-to-date signature databases. In addition, IDPSs can generate false 
positives, especially in complex networks, requiring further verification and analysis by network 
administrators.  

Moreover, the attackers are not idle. They are constantly exploring computer systems to find 
new doors to get in. They improve their knowledge of systems and their hacking skills. We can 
indicate many cyberattack types like spoofing, known session-specific temporary information or 
replay attacks. Also, the performed attacks can be a combination of some typical attacks. Cyber 
attacks can have various effects that depend on the type of attack, its purpose and how it is 
carried out (data stealing, sabotage, privacy violation) (Szymoniak & Kesar, 2023). 

Such a variety of possible ways to improve computer system protection gives many 
opportunities to choose one's life path. Figure 2 shows the map of cybersecurity domains. This 
diagram summarises how many opportunities and interests give us in cybersecurity. This an 
extensive area where everyone will find their place for work and personal development.  

 

Figure 2. Cybersecurity domains. 

 

Source: https://www.linkedin.com/pulse/cybersecurity-domain-map-ver-30-henry-jiang 

 

This paper's authors also choose cybersecurity as a life path. The first met with security issues 
during first-degree studies. The security and network topic fascinated the author to continue 
the Cybersecurity speciality studies. In the MA thesis, the author considered the security 
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simplification process in large organizations while maintaining an appropriate security level. 
Also, the second author works as a Cybersecurity specialist. 

The second author met with security issues during PhD studies. The author considered the 
verification of security protocols and the impact of time on these protocols' execution. The 
author obtained many exciting results and presented them in many scientific articles. Also, the 
second author suggests new security protocols for the Internet of Things solutions in scientific 
work. In didactic work, this author also focuses on security issues in a broader range. The classes 
concern the security of computer systems in many aspects of this topic. 

Both authors met as a student and a teacher, also as a graduate student and a thesis promoter, 
and next as co-organizers of cybersecurity events. They would like to share their experiences 
connected with cybersecurity and encourage everyone to choose a similar path in life. 

In this paper, the authors will share their experiences connected with cybersecurity that they 
received during their studies and work. They will explain why they chose such a path in life and 
what is so interesting and exciting in cybersecurity issues. They will show their most significant 
achievements. Also, they will assume challenges they faced during previous activities and 
perspectives for development and acquiring exciting experiences offered by cybersecurity in 
various directions. We believe that our experiences, insights, and tips will clarify all doubts about 
those unsure of choosing cybersecurity. 
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EXTENDED ABSTRACT 

Women's political participation faces numerous challenges in the virtual environment, where 
information traceability, political campaigns and misinformation play a key role. In an 
increasingly digitized world, access to information and women's political empowerment become 
vitally important. Digital platforms offer new opportunities for women to actively engage in the 
political sphere, express their opinions and participate in decision-making processes. However, 
they also pose significant challenges that should be approached with caution. 

In the current landscape, digital contexts have proven to be both a source of empowerment and 
a fertile ground for the emergence of anti-feminist challenges and violence. Contemporary 
feminism has found in social networks a vital platform for mobilization and dissemination of its 
messages, becoming a far-reaching activist agora. However, at the same time, these digital 
platforms have also given rise to renewed forms of violence and opposition to the feminist 
movement. Delgado and Sánchez (2023) highlight in their research how the intersection 
between digital tools and feminism has generated both advances and challenges in the struggle 
for gender equality. 

Added to these challenges, the growing phenomenon of disinformation and manipulation of 
information during electoral processes pose a threat to women's political participation. The 
concept of disinformation encompasses both fraudulent information content (fake news) and 
misleading content (misinformation), hate speech (misinformation), deliberately false speech 
(false speech) and unintentional misinformation by the media or journalists (missinformation). 
In short, disinformation involves the distortion of information through the dissemination of false 
news that misleads the final recipient (Rodriguez Perez, 2019, pp. 68). This spread of 
disinformation can undermine trust in electoral processes, influence voters' perceptions and 
decisions, and hinder women's active participation in politics. It is critical to address this 
challenge to ensure an informed and transparent environment during election periods, thereby 
fostering equal opportunities for women to fully participate in political processes and exercise 
their right to vote in an informed and informed manner. 

The growing rise of fake news has revealed an increase in academic attention to the term. Faced 
with the landscape of so-called fake news, Rodríguez Pérez (2019) defends the use of the term 
disinformation, as this can encompass the multiple facets in which hoaxes, misleading or 
malicious content, which encompass hate speech, are propagated. 

Online political campaigns are often inundated with fake news, hate speech and discriminatory 
narratives that can undermine public confidence in the democratic process and hinder women's 
active participation. It is therefore critical to develop effective strategies to combat 
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misinformation and promote media and digital literacy among women, giving them the tools 
they need to discern the veracity of information and engage in informed debates. 

Likewise, online gender-based violence represents a serious obstacle to women's political 
participation. Online attacks, such as harassment, intimidation and defamation, can have a 
devastating impact on women's confidence and security, deterring them from actively 
participating in politics. As a result, social networks are the ideal breeding ground for those who 
want to attack the collective or women in a disintermediated manner. The democratization of 
communications that they have generated since their emergence and momentum more than 20 
years ago, have allowed that there are no limits or boundaries when commenting, participating 
or interacting even with people we do not know. 

Interconnected women are exposed to information, comments, analysis and opinions that 
appeal to emotionality and personal beliefs, beyond the news, giving way to the term post-truth. 
Those behind these publications seek to magnify, manipulate or recreate them from unreal 
sources. The purpose is mass dissemination and amplification through retweets, likes, or chains 
that go endlessly from one device to another. It is essential to adopt legislative and policy 
measures that address and sanction online violence, while promoting safe and inclusive 
environments that encourage the equal participation of all voices. 

This study aims to explore the challenges and opportunities related to women's online political 
participation, focusing on the issues of information traceability, political campaigning, and 
misinformation. The research seeks to understand the impact of these factors on the creation of 
a strong community where women with shared technological interests can exchange ideas, 
identify role models, find mentors and mentees, engage in global discussions, and celebrate the 
power of face-to-face interactions. 

To this end, the methodology employed in this study consists of a comprehensive review of case 
studies and analysis of relevant reports in the field. Different cases of women's online political 
participation will be analyzed and shared, identifying barriers, challenges and successful 
strategies used to overcome them. In addition, a qualitative analysis of online discourses and 
debates will be conducted to understand the influence of misinformation on the political process 
and how it affects women's participation. 

The expected results of this article will provide a deeper insight into the barriers women face in 
their online political participation, as well as the effective strategies used to overcome these 
challenges. The study is expected to shed light on the importance of creating an inclusive and 
supportive community that promotes women's active political participation in the context of 
smart cities. 

Discussions are expected to emerge on the effectiveness of strategies used to overcome barriers 
to online political participation, as well as on the responsibility of digital platforms and political 
actors in spreading misinformation and encouraging women's active participation. In addition, 
the discussion can focus on the importance of digital literacy and equitable access to technology 
as key enablers of women's political participation in online environments. These discussions can 
open up new perspectives and areas of research in the search for solutions that promote gender 
equality in the political sphere and address the specific challenges faced by women in the digital 
realm. 
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EXTENDED ABSTRACT 

The ecosocial crisis we are experiencing has begun to enter the mainstream cinematic universe 
of adult fiction, beyond the traditional genres linked to traditional Science Fiction (Bernárdez, 
2021). In recent years, stories have begun to emerge that move away from the dystopian genre, 
and that feed the necessary fantasy of creating a new world based on ethical values that allow 
us to save not only human life, but also the entire balance necessary for the life of all animals 
and plants on the planet (Bruna Pérez, 2020). 

This research is a commitment to film creations that dare to fictionalise new forms of life and 
human interaction, in which nature and animal life have a place. The difficulty of film production 
to talk realistically about the climate crisis is a symptom of the fact that, in the capitalist system, 
we are not allowed to imagine a world that is not based on savage competitiveness. Fredric 
Jameson (2005) once said that "it is easier to imagine the end of the world than the end of 
capitalism". Changing the world requires changing our mental frameworks, and film and fiction 
are the main tools our capitalist system has to reproduce itself. In the face of what we consider 
leisure, amusement or entertainment, we let our guard down (Montoro Araque, 2023; 
Dederichs, 2023). 

The media and social networks have created a particular semiosphere in which neoliberalism 
and competitiveness permeate everything: from formal education to popular culture, from the 
world of work to leisure and recreational practices. This is not just a matter of political discourses 
undertaken by certain conservative figures, but rather of a diffuse mentality that makes it 
impossible to imagine a world that functions on the basis of cooperation and radical equality. It 
is this mechanism that allows hundreds of climate change documentaries to be made, while new 
fiction remains anchored in individualistic and heroic stories (Morto, 2016; Demos, 2017; 
Hameed, Gunkel, & O'Sullivan, 2022). 

Secondly, our work is also a bid for anti-heroism. Mainstream cinema is full of great characters 
(almost always male) who save other people in dramatic situations caused by climate disaster, 
thus reducing collective issues to individual ones. Almost all the plots of fictional productions 
start from the moment when a natural disaster occurs and specific people struggle hard against 
the risk of death. They are adventure stories, many of them framed within the genre of science 
fiction with all its variants. In Waterworld (1995) the world has flooded and the land has 
disappeared; in the Mad Max saga (1979, 1981, 1985, 2015) the main resources such as water 
and petrol are scarce, and this triggers a merciless fight between human beings with no empathy 
for each other; in Snowpierce (2013) the planet has frozen over and the only remaining survivors 
live on an eternally moving train; in The Day After (2004) there is a great storm that may end 
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civilisation; in Interestellar (2014) the earth's crops are destroyed, and a new planet must be 
found to inhabit. 

Cinema is very good at imagining forms of collective death: diseases, natural catastrophes, rising 
sea levels, nuclear accidents, alien invasions, meteorites, genetic alterations... all of which can 
be seen in the film, genetic alterations... a whole panoply of disasters from which we manage to 
emerge triumphant thanks to sacrifice, audacity and, of course, competitiveness. Almost all 
these films are an exaltation of the fiercest individualism, even though, in almost all of them, 
there are nods to human transcendence as a whole. 

All of them have at least one thing in common: they are heroic stories of people who wage a 
valiant struggle for survival once disaster has struck. This shifts the core of the problem: we are 
already experiencing the effects of global warming, and all that the film industry imagines on a 
massive scale are stories of how a few of us can survive? The suspicion is that, in creative circles, 
it is not considered "cinematic" to suggest that here and now we can do things to avoid rushing 
into disaster. 

It seems easier to invent fantastic solutions in which the god of technology saves us as, for 
example, in the film Geostrom (2017), in which world governments unite to build a network of 
satellites that can control the climate, or in A Large Life (2017), the solution to pollution from 
human action on earth is to reduce the size of people to 12.7 centimetres through medical 
techniques. Why is there not a less spectacular approach? Why does fiction reproduce and 
reinforce the spectacularisation of the diseased egos of international politics and economics? 

The impossibility of mainstream culture to fictionalise another possible world away from 
dystopias and fantastic technological solutions is the proof that we need to change our 
conception of the place of human beings on planet Earth. Thinking and feeling ourselves as 
animals among animals, as living beings among other living beings, is the only key to a peaceful 
future. 

In our work we will analyse the TV series Extrapolations, an American production broadcast on 
the Apple TV+ platform this year, and created by Scott Z. Burns. It is an eight-episode miniseries 
that depicts a relatively near future in which the climatic effects that the scientific world has 
been predicting for more than twenty-five years are beginning to be felt. The first story takes 
place in 2037 and the last in 2070. The aim of our work will be to analyse the different ethical 
questions raised in the series and the relationship they have with the configuration of today's 
Information Society. To do so, we will analyse the issues that circulate in the press and see how 
they are reflected in the series, , with an integral perspective from an eco-feminist perspective. 

This work has been supported by the Madrid Government (Comunidad de Madrid-Spain) under 
the Multiannual Agreement with Universidad Complutense de Madrid in the line Research 
Incentive for Young PhDs, in the context of the V PRICIT (Regional Programme of Research and 
Technological Innovation). Call PR/27/21. Title: "Traceability, Transparency and Access to 
Information: Study and Analysis of the dynamics and trends in the area". Reference: PR27/21-
017. Duration: September 2022 - December 2024. Funding of 43,744.22 euros. 

 

KEYWORDS: Mainstream cinema, climate crisis, Ethics, Social Change, Eco-feminism.  
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EXTENDED ABSTRACT 

The main studies on social media agree that the time spent on them is increasing year on year 
compared to the time spent on traditional media (Ortega, Padilla & Vaquerizo, 2021; Padilla & 
Rodríguez, 2022; Rodríguez Hernández, 2022a). This change refers to audiences of many age 
strata, not just the alpha, centennial and millennial generations (El Habchi & Padilla, 2020; 
Ortega & Rodríguez, 2021; Padilla Castillo, 2023). On the other hand, the change is seen as 
negative, as if the information on networks were of poorer quality, more biased and with more 
hoaxes and fake news (Bernárdez, López & Padilla, 2021; Rodríguez Hernández, 2021; Requeijo, 
Padilla & Díaz, 2022; Rodríguez Hernández, 2022b). However, this proposal opts for an objective 
exploration, without previous negative or positive hypotheses, to study the possible paradigm 
shift and the characteristics and circumstances of this information on networks with a gender 
perspective. Specifically, it focuses on an analysis of TikTok and the 1-minute news programmes 
in Spanish, which have become one of the most successful formats on the Chinese social 
network. In them, women communicators offer short, 60-second news programmes, 
summarising current affairs for their audience. Through the results of the study, this paper 
argues the importance of gender's perspective is even more important to keep in mind when 
the possible change of paradigm of audiences in TikTok and other social media. 

TikTok is a social networking platform that focuses mainly on the creation and sharing of short 
videos (1, 3 or 5 minutes). Although TikTok users include people from different professions and 
fields, communication professionals still seem reluctant to appear on this social network. The 
same is true for many companies and official institutions, which do not want to open an account 
or which open an account, often receiving a lot of criticism from the audience, which wrongly 
associates TikTok with a lack of seriousness (Ortega & Rodríguez, 2021; Rodríguez Hernández, 
2022c; Padilla Castillo, 2023). However, we believe that this social network should be studied as 
the mass communication phenomenon that it is; and despite its errors or possible ethical 
problems, its audience and engagement data make such an analysis necessary. Even more so 
when the latest global reports continue to point to the growth of young and adult users (alpha, 
millennial and centennial generations), and how they choose the application over traditional 
media to get information on current affairs in general or on specific topics. As many academics 
and practitioners say, TikTok is not a social network of people dancing.  

This work is part of a coordinated project between Spain, Portugal and the United Kingdom, 
whose main objective is to study the traceability of information in order to combat 
disinformation among citizens. European bodies have set out different initiatives to combat 
disinformation and promote free access to information. However, the recommendations do not 
always become obligations, they are very varied and sometimes local, and not enough 
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improvements have been made to improve journalistic dynamics and citizens' knowledge of 
public information. At the same time, social networks and the appearance of news on media 
accounts, together with premium subscriptions to digital newspapers, have made the situation 
more complex. In these circumstances, it is understandable that the 1-minute news programmes 
on TikTok are multiplying in versions and number of viewers, as they stand as a fast, convenient 
alternative, adapted to each person's schedule and habits. 

To understand the possible change of paradigm and this new infotainment format, a mixed 
methodology is used: quantitative exploration of accounts and audiences in TikTok of the most 
successful news programmes in Spanish with women communicators; qualitative analysis of 
styles, video formats, use of infographics and emojis, presenters' styles and topics covered with 
a gender perspective. The field study covers the 30 female tiktokers that summarise, in Spanish, 
the daily news in 1-minute news programmes, with the quantitative and qualitative items 
described above.  

The results show higher audiences than Kantar Media and EGM data for Spanish news 
programmes; high audience engagement in terms of interactions and comments; and a 
surprising coincidence of topics between 1-minute news programmes and, at the same time, 
between TikTok news programmes and traditional media news programmes. Traditional media 
news anchors often have specific and traditionally established roles, reporting on current 
events, politics, entertainment, sports and other relevant topics. These professionals are trained 
in telegenic and possess specific skills in journalism, effective communication and on-camera 
verbal and non-verbal communication.  

However, the female communicators of these new TikTok news programmes do not have the 
same training and their audience, in some cases, is in the millions. Among the keys to their 
success, we can find several possibilities: they offer informative and relevant content for their 
community; they are concise and direct, with short and impactful messages; they visually 
support their words with filters and visually striking backgrounds; they develop more varied and 
natural body languages, with different gestures and postures compared to traditional news 
programmes; they emphasise certain news by playing with their tone of voice; they bring their 
personality and opinion to the news narrative; they manage to create a sense of closeness or 
familiarity with the user; they employ humour and make the news seem even enjoyable. 

This work has been supported by the Madrid Government (Comunidad de Madrid-Spain) under 
the Multiannual Agreement with Universidad Complutense de Madrid in the line Research 
Incentive for Young PhDs, in the context of the V PRICIT (Regional Programme of Research and 
Technological Innovation). Call PR/27/21. Title: "Traceability, Transparency and Access to 
Information: Study and Analysis of the dynamics and trends in the area". Reference: PR27/21-
017. Duration: September 2022 - December 2024. Funding of 43,744.22 euros. 
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EXTENDED ABSTRACT 

Fraud poses a significant challenge to the global economy. Its negative effects extend from the 
stability of financial markets to businesses, consumers, and governments. Confronting this large-
scale issue requires a comprehensive approach that involves multiple stakeholders. In this 
regard, one of the primary reasons international financial institutions are concerned with 
combating financial fraud is to preserve the integrity of the global financial system. Fraud can 
erode investor and market participants' trust, leading to capital flight, financial volatility, and 
decreased investment. Moreover, fraud can hinder access to credit and basic financial services, 
thus impeding economic and social development. These consequences can undermine 
economic growth and financial stability, impacting entire countries and regions. 

The term "fraud" can be simply defined as a crime involving deceptive activities in a specific 
sector. These activities are typically carried out by individuals or groups with malicious intent to 
obtain illicit benefits. With the increased use of technology in recent decades and the 
interconnectedness of devices (Internet of Things), such illegal activities have become more 
prevalent. For instance, Cross et al. (2014) note that online fraud arises from "an individual's 
experience of responding over the internet to a dishonest invitation, solicitation, notification, or 
offer, by providing personal information or money that results in a loss, with or without financial 
impact." Likewise, Juhandi et al. (2020) state that fraud refers to "a broad legal concept, 
describing any intentional fraudulent attempt aimed at taking someone's property or rights, or 
those of other parties." Marabad (2021) suggests that "fraud is defined as an unlawful deception 
intended to secure financial or personal gain. It is a premeditated behavior that goes against the 
law or policy to achieve unfair financial gain". 

The abovementioned concepts propose cooperation among local and international financial 
institutions, government authorities, and regulatory bodies to create public policies that 
effectively combat financial fraud in a region (Zamudio et al., 2022). For instance, the OECD 
highlights that implementing effective programs to promote financial inclusion and education 
can enhance consumer awareness, which, in turn, are key elements for protecting against and 
preventing fraud while fostering a culture of integrity and transparency in the financial sector. 
In this regard, the economic impact of financial fraud in emerging countries can have significant 
consequences. This means that financial institutions and consumers bear direct financial losses 
while the overall economy suffers from a lack of trust and decreased investment. Moreover, 
financial fraud can erode the reputation of companies and the country, leading to long-term 
effects on economic development. 

mailto:jcyl@uaslp.mx
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Given the above, the government in Mexico has implemented several measures to combat 
financial fraud, including the establishment of specialized units for financial crimes and the 
enactment of stricter laws and regulations (CONDUSEF, 2021). However, it is worth noting that 
the country still faces significant challenges related to infrastructure, such as telecommunications 
and cybersecurity. In this regard, the lack of robust security infrastructure can impact financial 
institutions' reputation and perceived quality (García Witron, 2021), ultimately affecting customer 
loyalty. Building trust remains a recurring challenge for institutions, particularly those operating in 
the financial sector. Institutions must develop a corporate ethics framework as a social normative 
framework, embracing ethical practices to convey commitment and social responsibility as a 
loyalty-building strategy (Gómez Pescador & Arzadun, 2019). 

This study assesses the relationship between financial fraud risk, corporate ethics, and the 
intention to use financial services through a financial education framework in the university 
curriculum. Notably, the study will evaluate the direct effect between financial fraud risk and 
the intention to use financial services. Furthermore, the study proposes to assess the mediating 
impact of corporate ethics on the direct relationship between financial fraud risk and the 
discretion to use financial services, as well as the mediating effect of financial education on the 
direct relationship between financial fraud risk and the intention to use financial services. 

The methodological justification of this study is based on the need to comprehensively address 
the complex relationships and potential underlying mechanisms between the investigated 
variables: financial education, corporate ethics, financial fraud risk, and intention to use financial 
services. This study adopts a methodology based on PLS-SEM (Partial et al. Equation Modeling) 
and path analysis (Hair et al., 2013) to better understand how these variables interrelate and 
how they may influence the intention to use financial services. Applying PLS-SEM and path 
analysis enables us to take an integrated approach by considering all the mentioned variables 
and their interactions within a single model. This methodological approach provides a more 
precise and holistic understanding of the complexities and interrelationships among the 
variables of interest. 

According to the proposed methodology, the following relationships can be examined using PLS-
SEM: 

1. Relationship between Financial Education and Intention to Use Financial Services: 

- Hypothesis: Financial education positively influences the intention to use financial 
services. 

- Path: Financial Education → Intention to Use Financial Services. 

2. Relationship between Corporate Ethics and Intention to Use Financial Services: 

- Hypothesis: Corporate ethics positively influence the intention to use financial 
services. 

- Path: Corporate Ethics → Intention to Use Financial Services. 

3. Relationship between Financial Fraud Risk and Intention to Use Financial Services: 

- Hypothesis: Financial fraud risk negatively influences the intention to use financial 
services. 

- Path: Financial Fraud Risk → Intention to Use Financial Services. 

4. Mediating Effect of Corporate Ethics on the Relationship between Financial Fraud Risk 
and Intention to Use Financial Services: 
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- Hypothesis: Corporate ethics mediates the relationship between financial fraud risk 
and the intention to use financial services. 

- Paths: Financial Fraud Risk → Corporate Ethics → Intention to Use Financial 
Services. 

5. Mediating Effect of Financial Education on the Relationship between Financial Fraud 
Risk and Intention to Use Financial Services: 

- Hypothesis: Financial education mediates the relationship between financial fraud 
risk and the intention to use financial services. 

- Paths: Financial Fraud Risk → Financial Education → Intention to Use Financial 
Services. 

By measuring previous relationships and mediating effects through PLS-SEM, the study can 
provide insights into the direct and indirect influences of financial education, corporate ethics, 
and financial fraud risk on the intention to use financial services. This analytical approach allows 
for a comprehensive understanding of the underlying mechanisms and the potential parallel 
mediating effects among these variables in the study context. 

The aim is to obtain results that enable decision-makers to formulate strategies and policies 
based on corporate ethics, creating a context of trust in using financial services even in the 
presence of financial fraud risk. The proposed model will also demonstrate a positive 
relationship between incorporating financial education in university curricula and the intention 
to use financial services. Thus, by establishing a reliable and ethical environment, financial 
institutions can strengthen their relationship with clients and encourage greater engagement in 
financial services, thereby contributing to economic and social development. 

The findings in this study will have implications for the design of university curricula in finance 
or related disciplines. Courses or modules focusing on financial education and corporate ethics 
can equip students with the necessary knowledge and ethical principles to navigate the financial 
landscape effectively. By addressing the mediating effects of financial education and corporate 
ethics, universities can contribute to developing professionals who are both knowledgeable and 
ethically conscious, promoting a safer and more trustworthy financial services ecosystem. 

 

KEYWORDS: Financial Education, University Curricula, Corporate Ethics, Financial Fraud Risk, 
Intention to Use Financial Services. 
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 EXTENDED ABSTRACT  

This paper is part of the collaborative on-going research between the author and co-author (PI 
of an educational grant in the Forest Service division). The initial research began a few years ago 
with the idea of developing or modifying the design curriculum to provide an educational 
experiential learning using the right ethical practices of National Society for Experiential 
Education (NSEE, 2009) framework (Kesar and Pollard, 2020, 2021). It started with focusing on 
undergraduate students in STEM field (computer science, information systems, cybersecurity 
and technology). As the research has progressed, the context has shifted to online graduate 
students in cybersecurity. This paper sheds light on how author collaborated with the co-author 
to design the class and how it was beneficial in creating team building project in cybersecurity 
as well as adding value to the collaborator.  

Founded in 1971, the Society for Experiential Education (SEE) is the premier, nonprofit 
membership organization composed of a global community of researchers, practitioners, and 
thought leaders who are committed to the establishment of effective methods of experiential 
education as fundamental to the development of the knowledge, skills and attitudes that 
empower learners and promote the common good (NSEE, 2023). The framework consists of 
eight principals linked with good practices. In this paper, the project conducted with graduate 
cybersecurity students is discussed that was designed by the instructor (author) as part of an 
experiential learning activity. The goal was that this experience and the learning will add value 
to the fundamental of creating an online cybersecurity training as part of a group project. While 
the authors (instructor and client) collaborated and designed the training, it is hoped that all the 
parties are empowered to use the right principals mentioned in the framework. Consequently, 
ensuring both the quality of the learning experience and of the work produced by the students, 
and in building an assignment that underlie the pedagogy of experiential education. Although 
the NSEE framework was used, the main thought process was very different when designing the 
project. It considered the framework as well the research regarding the team projects and 
importance of training in cybersecurity. This is because this style of pedagogy will provide an 
experiential learning education environment, which will better prepare the student to face 
challenges in the ever-evolving cybersecurity field. While developing the team project 
curriculum, various studies were taken into account, including author’s previous published 
research. Best standards and Guiding Principles of Ethical Practice by the National Society for 
Experiential Education (NSEE) were used. The NSEE Guiding Principles of Ethical Practices are 
used to develop the pedagogy to teach ethics and professional as part of an experiential 
education. This paper describes how the how instructor included ethics and professionalism in 
this team project. The eight principals are exampled below. 
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Intention: In this principal, all parties must outline a clear vision on the reason which this 
particular experience is chose and the why experience is the chosen approach to the learning. It 
is expected that the assignment linked with cybersecurity training for the online graduate 
students is to allow them to share knowledge with their team members as well as demonstrate, 
apply or result from it. The principal of Intention in general focuses on the purposefulness that 
enables experience to become knowledge and, as such, is deeper than the goals, objectives, and 
activities that define the experience. 

Preparedness and Planning: The main objective of this principal was to ensure the students have 
a group project experience and each member of the project has a successful experience from 
the earliest stages of the experience/program. This aligned with the identified intentions, 
adhering to them as goals, objectives and activities designed as part of the project. As mentioned 
earlier, the project was to design a cybersecurity training for employees, who are part of the 
Forest Service division. The project involved students and provided them flexible enough to 
allow for adaptations as the experience of creating training planning unfolds. 

Authenticity: In this principal it is important the students have an experience that is in a real-
world context. In this project, the students developed a training program for a small set of 
employees of the Forest service with the intent the training useful and meaningful as part of the 
employees’ annual required training. The three groups compromising of three to four members 
developed training programs on different cybersecurity topics including Phishing, Social 
Engineering, and Passwords. 

Reflection: NSEE refers to Reflection as an element that transforms simple experience to a 
learning experience. With this principal in mind, the assignment was designed so that knowledge 
can be discovered and internalized as the students research, test assumptions and hypotheses 
about the outcomes of decisions and actions taken in context of cybersecurity training. It also 
gave them an opportunity to weigh as well as reflect the outcomes against past learning and 
future implications. This reflective process in the assignment comprised of a report writing and 
presentations at conference and as a final exam. This, according to NSEE, is integral to all phases 
of experiential learning, from identifying intention and choosing the experience, to considering 
preconceptions and observing how they change as the experience unfolds.  

Orientation and Training: The students were required to discuss and show the training hey had 
developed to the client. This not prepared them work as a team but also experience and learn 
about each other and about the context and environment in which the training will be presented 
to the small division of the Forest Services. 

Monitoring and Continuous Improvement: In this principal, it is important to note that any 
learning activity designed should be dynamic and changing. In addition, the instructor (author) 
outlined the assignment with the student learning outcomes that included reports and 
presentation that provided the richest learning possible to the students. Students also had to 
write a self-reflection on their own progress as well as their team members. This feedback 
process relates to learning intentions and quality objectives. Consequently, this allows the 
structure of the experience to be sufficiently flexible that permitted changes in response to what 
that feedback suggests. Subsequently, monitoring and continuous improvement represent the 
formative evaluation tools. 

Assessment and Evaluation: Assessment is a means to develop and refine the specific learning 
goals and quality objectives identified during the planning stages of the experience. Whereas 
evaluation provides comprehensive data about the experiential process as a whole and whether 
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it has met the intentions which suggested it. Based on the NSEE definitions, the outcomes and 
processes of assignments of the project included systematically reports, presentations, and self-
reflection that were linked with the initial intentions.  

Acknowledgment: At the end of the project, the assignment also included that students 
recognize the lessons learned, recognition of learning and impact occur throughout the 
experience by way of the reflective and monitoring processes and through reporting, 
documentation and sharing of accomplishments. All the students, instructor and client’s 
experience were noted and included in the lessons learned and reflection in the recognition of 
progress and accomplishment. Given that this was part of an on-going research where other 
projects used NSEE’s framework, the lessons learned from culminating documentation and the 
impact of these projects were part of designing as well as helped to provide closure and 
sustainability to the experience. 
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EXTENDED ABSTRACT 

This paper discusses the impact and the potential implications of the generative Artificial 
Intelligence language model, namely ChatGPT in higher education. Some educators think that 
this popular bot can alter teaching while others worry that it may have the opposite effect on 
their students’ motivation to learn. Others believe students may benefit from understanding the 
ins and outs of how this technology works and might use it as a tool to explore the possibilities 
and limits of online sources of information. Though, apparently, there are benefits of this new 
technology, a lot of caution is required for its use.  

Several publishers have recently introduced new policies in response to the growing use of 
Generative AI (Artificial Intelligence) applications. It can generate detailed responses to 
questions related to several subjects hardly distinguishable from those created by humans, 
which on one side is impressive but on the other side this potential is also very concerning and 
worrying that could lead to serious problems in education (Yang et al., 2021). Moreover, these 
technologies enhance learners’ abilities in memorizing, comprehending, applying, analysing, 
and assessing, with the utmost educational objective to the highest cognitive level, which is 
creativity (Hwang & Chen, 2023). 

ChatGPT can play the role of a debate opponent and generate counterarguments by exposing 
students to an endless supply of opposing viewpoints, helping them to look for weak points in 
their own thinking (Will, 2023). Beverly Park Woolf research (Woolf et al, 2013) focuses on the 
use of AI in education, with a particular emphasis on intelligent tutoring systems. Probably the 
best way will be to schools to start encouraging students critical thinking about what technology 
can help and what it hinders us from doing instead of just teaching how to use technology (Woolf 
et al, 2013). 

Lecturers are considering using the ChatGPT to plan lessons, offer students feedback on 
assignments, and execute some administrative tasks. But the technology of ChatGPT is not yet 
fool proof. Some lecturers published that they noticed a factual error when they experimented 
asking the bot to plan a lesson for an early chapter on a certain subject. The tool also 
demonstrated that has limited knowledge of world events that happened after 2021(Will, 2023). 
ChatGPT can also offer feedback on student work. Other situations have also been reported by 
lecturers, saying that the examples of grading from the chat bot feel shallow or even inaccurate. 
It was also published that, while the technology might get it right nine times out of 10, there’s 
always the risk that it won’t grade one student’s work correctly, so lecturers would still need to 
personally review each piece of feedback (Will, 2023). Some schools worldwide have decided to 
ban the use of this bot and issued statements that warned students against using ChatGPT to 
cheat. And as some authors say, while the tool may be able to provide quick and easy answers 
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to questions, it does not build critical-thinking and problem-solving skills, which are essential for 
academic and lifelong success (Will, 2023).  

The use of AI in higher education presents both good opportunities and also challenges that 
need to be addressed by taking a proactive and ethical approach to the use of AI in education 
(Cotton et al., 2023), namely if it is genuinely useful in supporting teaching and learning (Kousa 
& Niemi, 2023).  

There are some opinions that the threats to education in this context is based on a lack of deep 
understanding and difficulty in evaluating the quality of responses, threatening academic 
integrity, democratising plagiarism and declining high-order cognitive skills (Farrokhnia et al., 
2023).  

While there is much generic literature on ethics in artificial intelligence, there is a clear gap in 
studies on the ethics of ChatGPT in the education sector. We systemically explore what exists 
and address what does not exist. For Pedró et al. (2019), the major challenges are related to 
personalisation, inclusion and equity, powered education, quality, and transparency. The issues 
of equity and personalisation are detailed by Chine et al. (2022), namely in the case of 
experience learning gaps due to a lack of access or economic disadvantages. On the other hand, 
Jiang and Pardos (2021), gives special attention to fairness and bias in artificial intelligence and 
graduation prediction. Regarding specifically ChatGPT (Cotton et al., 2023), it opens new 
difficulties of detecting and preventing academic dishonesty. An update of plagiarism detection 
tools and controlling cheat proctoring tools is absolute necessary. The output from ChatGPT not 
include proper referencing, while academic writing is expected to accurately include citations 
and references. The ChatGPT has raised security and privacy issues, namely because there is no 
minimum age requirement to use ChatGPT. Also, it is not clear that personal data analysis is 
done in respect to GPDR (EU General Data Protection Regulation).  

Even more, there are emerging smart small wearable devices like smartwatches and hearables. 
How should educators respond when problems like these inevitably occur? (Krutka, Pleasants & 
Nichols, 2023). Like all technologies, smart digital devices bring unintended, collateral, and 
disproportionate effects. 

The methodological approach is mainly to engage in reflective practice concerning the adoption 
and use of artificial intelligence in higher education, and authors as lecturers are exploring the 
case of ChatGPT in tree Portuguese Universities contexts. The methods used are based on our 
daily experience observing students and institutions academic activities, qualitative interviews 
and discussion boards.  

In conclusion, the use of ChatGPT in education can bring many potential benefits, such as 
personalized learning, better feedback, and enhanced student engagement. However, it is important 
to use in a responsible and ethical manner that respects the privacy and well-being of students, as 
well as the principles of good teaching. ChatGPT is not designed to address issues related to 
accountability and cybersecurity directly. The alarm generated by news and evidence reported on 
the potential of ChatGPT forced an ethical reflection in practical context that the authors as lecturers 
framed in the education sector. The use and abuse of ChatGPT is not yet verified in the classroom 
environment. There are no regulatory recommendations or guidelines. The control on plagiarism in 
autonomous work makes it necessary to reinforce the oral assessment. The model itself is not 
copyrighted, but the content generated by ChatGPT may be subject to copyright laws. In addition, 
there are problems related to equity and autonomy granted to students, especially the ability that 
ChatGPT gives them to do practical work in an assertive way and in a short period of time. Plagiarism 



Proceedings of the ETHICOMP 2024. Smart Ethics in the Digital World  

202 21st International Conference on the Ethical and Social Impacts of ICT 

is a major concern, and this involves not only the work of the lecturer but also academic regulations. 
While AI language models cannot avoid plagiarism on their own, students should take steps to 
ensure that any content produced using these tools is properly cited and attributed to its original 
source. Ultimately, the extent to which ChatGPT is aligned with educational goals and values will 
depend on how the model is used and the degree of care taken to ensure that its responses are 
accurate, relevant, and appropriate for the educational context in question.  

KEYWORDS: Artificial Intelligence, Ethics, ChatGPT, Higher Education. 
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EXTENDED ABSTRACT 

Teaching and learning are two concepts that are intrinsically linked. The excellence of the latter 
depends on the innovation of the former. Therefore, the resources that teachers use to update 
each discipline are the guiding thread towards quality didactics. And, in this line of innovation, 
are the digital tools. The basic mandates and lines of action in the field of education established 
in the European Higher Education Area indicate that, “it is the responsibility of the universities 
to ensure that the studies are innovative and original, incorporate lines that favour the 
development of the professional career, take into account the importance of inclusion and 
diversity, serve for social use and the consequent academic support is given to achieve 
excellence” (European University Association). Additionally, The European Commission in its 
Digital Education Action Plan (2021-2027) sets the objective of readjusting education and 
training to the digital age. It highlights two main guidelines. Firstly, to promote the development 
of a high-performing digital education ecosystem and, secondly, to enhance digital skills and 
competences for the digital transformation (Lara-Palma, 2022). 

Artificial intelligence AI in higher education has contributed as a supporting element whose 
benefits have been indisputable so far. But everything evolves, and computer systems have 
been adapting to an increasingly faster market committed to user satisfaction. ChatGPT, a 
repository of content generated by artificial intelligence has arrived as an assistant to higher 
education where interaction is done through a chatbot which provides detailed and precised 
answers (Kocón, 2023); furthermore, adding a challenging language and generation tasks in the 
form of conversation (Wu, T. 2023). 

This new scenario opens the possibility of analysing the benefits and limitations of its use in the 
classroom from a bidirectional perspective, that of the teacher and that of the student. 
Therefore, the aim of this study is to analyse the ChatGPT tool usability in the lectures by with 
the following question: is ChatGPT a resource that reinforces acquisition of learning in the 
classroom? 

Regarding the methodology, two surveys were developed (one for teachers and one for 
students), which were conducted in paper form (in the winter semester of the academic course 
2023-2024). They consisted in 10 questions with special emphasis in the relevance of ChatGPT 
as learning resource (for students) and as teaching resource (for teachers). All questions are 
answered by assigning a score number ranging from 1 (leftmost option) to 5 (rightmost option). 

Both, students and teachers completed the surveys in an anonymous way in order to prevent 
unintended data recollection and to encourage all of them to answer in the most honest way 
possible. The total sample is composed by 22 students (from Commercial Pilot for Passenger and 
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Cargo Transport Degree at Burgos University) and 5 proffessors (currently working at academic 
institutions and private companies). 

A reduce sample of the student´s questionnaire is included in Table 1. Each question has been 
assimilated to a representative boundary/drawback and additionally we tested a sentiment 
analysis (like emotion recognition). 

 

Table 1. Student’s Survey. 

Boundaries Drawbacks 
ChatGPT is always available Plagiarism must be taken into account 

ChatGPT is entertaining Doubts about authenticity 
ChatGPT is free of charge It is not well seen 

ChatGPT is the same as talking with a 
proffessor 

No emotion recognition 

ChatGPT is a Master of all disciplines I no longer read books or articles 
ChatGPT is fast. I do not wate my time I can ask in English or any other language 

ChatGPT is out of class support There are no figures or tables 
ChatGPT fits my needs perfectly I don't need to attend tutorials 

ChatGPT is easy to access Less interaction with my classmates 
ChatGPT is an intelligent turoring system Less independent 

Source: Self-elaboration and based on Fawaz (2023) 

 

The obtain results provide a basis for a fundamental discussion of whether ChatGPT is a useful 
digital resource that can enhance learning (for students) and teaching (for teachers). Moreover, 
can provide customized strategies and approaches to students’ characteristics and needs 
(Crompton, 2023). It has undoubtedly been a cultural impact with multiple implications for 
cybersecurity and education, among several other disciplines. 

As conclusions, the study allows to address the Code of Ethics of use and rules of responsibility 
(influence of AI models in learning, avoiding plagiarism, not influencing creativity, shortcomings 
in the teacher-student relationship or, something as essential in the academic work as it is to 
promote the acquisition of soft skills and disciplinary competences). 

 

KEYWORDS: ChatGPT, learning threat, academic innovation, aviation studies. 
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EXTENDED ABSTRACT 

One aspect of business ethics educa�on that has been a major roadblock for U.S. educators is 
how to effec�vely teach business ethics in a global economy. The problem stems from three 
major hurdles. First is the reliance of U.S. ins�tu�ons on grounding the subject of business ethics 
in Western ethos, which does not accommodate other ethical standards (Peppas, 2002). In 
Western institutions, the ethics curriculum begins with the Western philosophy of ethics, which 
includes Aristotle, Plato, and Kant (White and Taft, 2004). Educators must work harder to teach 
competencies in non-Western ethical standards (Stein, 2019). The challenge is to build 
understanding without compromising personal ethical ideals. Learning platforms that foster 
dialogue, observation, and consideration of a wide range of ethical standards are critical. The 
second challenge is educator awareness of global issues and the need for instructors to adopt a 
global perspec�ve in the classroom. Educators must be globally aware if we are to prepare our 
business graduates to be able to function ethically in international markets and situations. Ethics 
in international business is complex and requires curriculum that is current as well as instructors 
who are informed on current global issues (Leclair, 2000). Business educators must be well 
informed on diverse cultural perspectives (Miglietti, C., 2015). Much of the angst of instructor 
teaching and student learning in a global arena begins with how business ethics is taught. Finally, 
the third challenge is students' lack of enthusiasm for understanding the nuances of cultural 
differences in ethical decision-making (El Baradei, 2020). Building an understanding of a diverse 
range of cultural norms that impact business decision-making global stage that intrigues and 
inspires student interest is not easy (Or�z, J. (2004). Current research indicates the answer to 
these three hurdles may be in experien�al instruc�on. Crea�ng opportuni�es for students to 
experience and interact with students, instructors, and businessmen and women from around 
the world is the first step in addressing three major hurdles in global business ethics instruc�on. 
Technology that facilitates dialogue and interac�ons between students and interna�onal 
representa�ves promotes cultural and society awareness in global business ethics and is cri�cal 
in preparing global business par�cipants (Sanyal, 2000; Pallab & Kausiki, 2005; Saat, 2014). In 
addition, education that combines conversations on diverse cultural perspectives and practical 
case scenarios can effectively support instructor skills. The Western business ethics curriculum 
has historically relied on case studies for teaching global issues. Case studies provide initial but 
only partial answers. Understanding our role in building ethical organizations in a global society 
is difficult when the student audience's goal is to live and work in an insular Western business 
environment. However, as educators, we have an obligation to develop student understanding, 
and the first step to begin may be case studies that incorporate non-Western perspectives in 
the form of genuine dialogue. How to achieve true dialogue on a global scale is the key 
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consideration. Teaching global business ethics requires an appreciation of different perspectives 
(Witte, 2010). Instructor and curriculum must be competent in understanding and explaining 
multiple perspectives to teach students to consider ethical issues in relation to the host culture. 
Meeting the need for a multinational student perspective and preparing Western students to 
be global business leaders require good teachers and a valid curriculum (Keida and Englis, 2011). 
Global interconnectivity in business education calls for instructors and curricula that deliver 
global understanding while preserving nationalism (Rizvi, 2019). Technology has the potential 
to unite different worlds. The use of virtual experiences and dialogue in global ethics instruction 
plays a vital role in preparing students to be ethical global leaders. Real-time conversations 
between business students from different worlds have the potential to build enthusiasm and 
understanding. Make no mistake; there are challenges in generating conversations between 
regions with geographic, language and time differences. However, a curriculum that builds real 
conversations may be the first step to help students appreciate the nuances of global business 
(Glass & Bonnici, 1997). This paper addresses the need for Western business schools prepare 
business graduates to operate effec�vely in a global business environment. Moving beyond 
Western business ethics taught in the classroom is fresh territory and raises the ques�on of who 
will be responsible for designing the rules and guidelines for technology-driven global educa�on. 
The message is simple: we Western educators need to expand our instruc�onal horizons if we 
are to prepare business students to be leaders in a sustainable global economy. 

KEYWORDS: Business ethics, globalization, ethics instruction, ethics competencies, experiencial 
learning, global competencies. 
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EXTENDED ABSTRACT 

Collecting, storing, and exchanging medical information is an essential aspect of modern 
healthcare. Relational database systems are extensively used for managing medical data due to 
their scalability and ability to store structured information. With the advent of blockchain 
technology, however, a new perspective on the storage and management of medical data 
emerges (Azaria et al., 2016; Farouk et al., 2020; Linn et al., 2016; Shahnaz et al., 2019).  

This article focuses on a hybrid database model that integrates the benefits of relational data 
storage with the characteristics of blockchain technology. Particular attention will be paid to the 
legal facets of medical data and the ensuing technical challenges, such as ensuring the right to 
be forgotten (Rosen, 2011). 

Important consideration must be given to the fact that data stored in a blockchain is, in theory, 
immutable. Existing legal regulations, such as the "right to be forgotten," continue to pose a 
challenge for medical system providers, who must guarantee the ability to delete data when 
necessary. In the remainder of the article, we will discuss techniques and strategies that can be 
effectively implemented in hybrid medical databases to address this issue. 

In addition, we will investigate additional legal issues pertaining to medical data, such as privacy 
protection, compliance with data protection regulations, and controlled data sharing. In 
addition, we will investigate the technical aspects of implementing hybrid medical databases 
that facilitate effective data management and legal compliance. 

By delving into these issues, this article intends to provide readers with an understanding of the 
issues surrounding medical databases employing a hybrid model and guidance on the technical 
solutions that can be utilised to effectively manage medical data and meet legal requirements. 

 

Hybrid model 

Numerous researchers have been actively investigating the use of blockchain technology to 
store medical data for several years. The works of Azaria et al., 2016, Aguiar et al. 2020, Farouk 
et al., 2020, Linn et al., 2016, Shahnaz et al., 2019, and Yaqoob contain different approaches. 
Our solution is particularly novel because it enables many medical facilities to leverage existing 
relational systems by moving sensitive data portions to blockchain tables. This method ensures 
the immutability of diagnostic and treatment process events without incurring excessive costs 
associated with transforming entire systems or training staff. The addition of blockchain tables 
can be incorporated seamlessly, remaining imperceptible to end users and preserving the 
existing database logic.  
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We included patient information, medical staff information, visit history, medical leave records, 
test results, diagnoses, referrals, prescribed medications, disease codes, and their respective 
categories in our model. The treatment process-related data (test results, diagnoses, prescribed 
medications) should be stored in a blockchain tables (for example diagnosis table in Figure 1). 
This will result in an immutable, observable, and easily analysed sequence of events generated 
by each medical device. It will also be accessible to the patient, but only physicians with the 
appropriate certificates assigned to their profiles will be able to make changes. 

 

Figure 1. Blockchain table for diagnosis information. 

 

Source: self-elaboration based on Oracle documentation 

 

Obviously, blockchain technology has both benefits and drawbacks, making it difficult to apply 
it to the entirety of the data (scalability issues, security concerns, certain elements being 
excessively transparent while others are inaccessible). This is why a combination of technologies 
can be a highly effective solution, as it combines the advantages of modern innovations with 
completely functional systems. In the case of our model, achieving legal conformance is the 
remaining obstacle. 

 

Right to be forgotten 

The right to be forgotten is a legal concept that allows individuals to request the removal of their 
personal information from organisations that acquire and process it. This is especially pertinent 
in the context of medical data, where the privacy and confidentiality of patient information is 
essential.  

The General Data Protection Regulation (GDPR), which became effective in 2018, has 
strengthened the right to be forgotten in the European Union. Individuals have the right to 
request the deletion of their personal data under the GDPR if there are no longer any legal 
grounds for processing it, if the data is being processed in violation of regulations, or if the 
individual has revoked their consent for data processing. 
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Data immutability is the primary characteristic of a blockchain, which means that once 
transactions are added, they cannot be expunged or altered. In the context of the right to be 
forgotten and the erasure of medical records, there are a number of methods to overcome this 
obstacle. Here are some strategies to consider: 

- Medical data can be stored off-chain, such as in external file systems or databases, while 
only the hashes or references to that data are stored in the blockchain. Thus, when the 
need to expunge the data arises, only the references in the blockchain can be updated 
or removed without compromising the blockchain's integrity. 

- Smart contracts and special functions: Certain blockchains allow for the creation of 
smart contracts and special functions that supervise access to medical data. It is possible 
to implement mechanisms that enable controlled data deletion or restrict access to only 
authorised parties. 

- The addition of an intermediary layer between the interface and the blockchain is also 
a viable alternative. This layer enables access control and administration of medical 
data, including deletion based on the fulfilment of certain conditions. 

- Data anonymization: Instead of deleting data directly, identifying information can be 
removed using anonymization techniques. Thus, the data remains in the blockchain, but 
cannot be associated with particular individuals. 

The first three techniques involve adding additional structures around blockchains. Storing the 
actual data off-chain raises the most concerns, as the purpose of putting them in a blockchain is 
to ensure their immutability. Placing them off-chain introduces the possibility of making changes 
and only complicates the structure. Smart contracts and special functions entail additional 
expenses, turning simple modifications into complex software solutions. The use of an 
intermediary layer has the same drawbacks—complexity, cost, and the potential loss of some 
advantages offered by the proposed solution. What seems to be the most reasonable approach 
for the hybrid model is data anonymization. 

In this article, we examine a method for erasing patient data involving the encryption of 
identifying information and the ability to delete encryption keys. In addition to the 
aforementioned techniques, we will investigate the potential of blockchain tables that permit 
the eradication of particular information after an established amount of time and under specific 
conditions (subject to having the appropriate certificates). 

 

Experiments 

The database implementation phase utilised the Oracle server version 21c capabilities, including 
the blockchain table mechanism. The model has been implemented and populated with sample 
data. The anonymization process was tested through key deletion and direct deletion of partial 
data from the blockchain tables. 

 

KEYWORDS: Healthcare hybrid database; Blockchains; Legal requirements for healthcare 
databases; Data Security. 
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EXTENDED ABSTRACT 

Medical databases play a crucial role in managing patient information, clinical trials, medical 
histories, and other facets of healthcare in the modern era, due to the increasing number of 
patients and technological advancements. However, as access to enormous quantities of 
medical data increases, so do concerns about the security and privacy of this information. 

In response to these challenges, this article proposes an innovative method for enhancing the 
security of medical databases by combining traditional relational databases with blockchain 
technology in a hybrid model. Our primary objective is to investigate how the hybrid model can 
enhance the security of medical databases by assuring data integrity, privacy protection, and 
access control. 

This article will delve into the discussion of various security aspects of a hybrid-model-based 
medical database. We will introduce the concept of user certificates and the assignment of 
permissions, thereby facilitating data access management. In addition, we will investigate the 
various transaction security levels that safeguard data integrity and guarantee transaction 
immutability. 

Implementing our solutions can contribute to creating secure medical databases and improving 
patient data security. The explicit organisation and immutability of data stored in blockchains 
can increase patient trust. Based on the hybrid model, the solutions analysed in this article can 
serve as a basis for future research and the implementation of innovative systems for managing 
medical data. 

 

Related Work 

Blockchain technology is widely used in many areas ((Tan et al., 2022), (Shi et al., 2022), (Khanna 
et al., 2022)). One of them is the healthcare industry. Information management, drug tracking, 
data security, and privacy were considered when using blockchain in the medical field. Farouk 
et al. reviewed the use of blockchain and IoT in healthcare systems (Farouk et al., 2020). The 
benefits of storing and exchanging health data via blockchain were demonstrated by Lin et al. 
(Lin et al., 2016). Yaqoob et al. demonstrated the viability of using blockchain in healthcare 
applications (Yaqoob et al., 2021). Jabbar et al.'s study concentrated on the difficulties and 
potential future paths of pharmaceutical supply chain intervention (Jabbar et al., 2021). 
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Database Model 

In the examined model, we have incorporated patient details, visit history, medical leave 
records, test results, diagnoses, referrals, prescribed medications, medical staff information, 
disease codes, and their respective categories. Data directly associated with the treatment 
process (test results, diagnoses, prescribed medications) is stored in a blockchain (highlighted in 
orange in Figure 1). This results in an unalterable, observable, and easily analyzed sequence of 
events from every medical device. Patients also have access to this information; however, only 
doctors with the appropriate certificates assigned to their profiles can make modifications. 

 

Figure 1. Simplified conceptual model 

 

 

Certificates System 

X.509 is a standard format for public key certificates widely used in various applications Cooper 
et al., 2008). These certificates combine cryptographic key pairs with identities that can be 
individuals, organizations, or websites. The organization can ensure its identity and exchange 
digitally signed messages thanks to them. The compromised X.509 certificates are immediately 
revoked by the Platform, which distributes a Certificate Revocation List in the network and 
prepares and sends new certificates. Also, Oracle Blockchain Platform used them to guarantee 
blockchain network security and data integrity. 

Figure 2 shows the latest version of X.509 certificate and Certificate Revocation List structures. 
The certificate includes details about the certificate subject (subject's name, public key 
information, and unique identifier) and certificate issuer (issuer's number and unique 
identification). The certificate also includes details about the employed algorithm, signature, 
version, serial number, and validity period. The revoked certificates, the updated date, the 
signature, and the issuer's name are all listed in the certificate revocation list. Only users with 
issued certificates can insert data into the database's key tables.  
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Figure 2. X.509 certificate and Certificate Revocation List structures. 

 

 

Security Aspects 

Medical data security encompasses several key aspects within the security policy framework. 
The security policy is a formal document prepared for a specific entity, comprising analyses and 
directives pertaining to risk management and asset protection within that context. It entails the 
identification and analysis of various threats, such as terrorism, cyberattacks, criminal activities, 
or natural disasters. This analysis enables the establishment of priorities and the adaptation of 
appropriate protective measures. Objectives within the security domain will be defined based 
on these analyses, encompassing the safeguarding of life and property, ensuring individual 
stability, protecting information, and considering specific threats, strategies, and measures for 
achieving these goals. In addition, the security policy should define the organisational structure 
and responsibility for managing security, as well as define detailed procedures and guidelines 
for actions to be taken in the event of threats or incidents. These may include guidelines for 
responding to cyberattacks, disaster evacuation procedures, and guidelines for secure data 
storage. Furthermore, the security policy will establish a system for monitoring, evaluation, and 
continuous enhancement of security-related activities. 

Furthermore, medical data security intersects with ethics due to its vulnerability. Security 
influences decision-making and actions concerning the safeguarding of data, resources, and the 
interests of the entity and individuals. Particularly in the case of medical data, the security policy 
needs to embody privacy and data confidentiality principles and operational procedures. It must 
detail how collected information is stored, processed, and made accessible, as well as the 
constraints and protocols related to this data. Additionally, the policy must guarantee adequate 
protection of personal data and ensure compliance with privacy regulations and standards. 

From the technical point of view, we will consider such issues as system availability, 
authorization to the system, data access permissions, restoring regular operation after a failure 
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or incident and user permissions and services that can be used. In the system using medical data, 
we must consider three types of users’ roles: administrators, medical staff and patients. 

The administrators are responsible for managing the entire system, supervising access to data, 
configuring and maintenance of the infrastructure, including restoring the system after failures. 
We can specify server administrators, schema administrators, and blockchain and certificate 
administrators. The medical staff, like doctors or nurses, can access their patient's medical 
records (medical histories, test results, diagnoses, and prescribed medications). Their 
permissions are usually determined by speciality, area of practice, or other factors. Doctors and 
diagnosticians will have certificates to add data to blockchains. The patients use the system to 
obtain information about their health, medical history, test results, prescriptions and other data 
about their healthcare. Patients only have access to their data. They cannot edit their data.  

Furthermore, when we use blockchain technology, also we must consider issues aimed at 
ensuring the protection of confidentiality, integrity and availability of information stored in the 
blockchain network. The specific security policy for blockchain data will be tailored to individual 
needs, but we can point out the following guidelines for this issue. The data stored on the 
blockchain is appropriately secured using robust encryption algorithms. The security policy 
defines how blockchain users are authenticated and authorized. The policy should define the 
rules for accessing data stored in the blockchain and includes regular updates of blockchain 
software and the use of security patches to address known vulnerabilities. 

 

KEYWORDS: Database Security; Healthcare database design; Blockchains; Hybrid models. 

 

REFERENCES 

Cooper, D., Santesson, S., Farrell, S., Boeyen, S., Housley, R., & Polk, W. (2008). RFC 5280: 
Internet X. 509 public key infrastructure certificate and certificate revocation list (CRL) 
profile.  

Farouk, A., Alahmadi, A., Ghose, S., & Mashatan, A. (2020). Blockchain platform for industrial 
healthcare: Vision and future opportunities. Computer Communications, 154, 223-235. 

Khanna, A., Sah, A., Bolshev, V., Burgio, A., Panchenko, V., & Jasiński, M. (2022). Blockchain–
Cloud Integration: A Survey. Sensors, 22(14), 5238. 

Linn, L. A., & Koo, M. B. (2016, September). Blockchain for health data and its potential use in 
health it and health care related research. In ONC/NIST Use of Blockchain for Healthcare and 
Research Workshop. Gaithersburg, Maryland, United States: ONC/NIST (pp. 1-10). 

Shi, Z., Zhou, H., de Laat, C., & Zhao, Z. (2022). A bayesian game-enhanced auction model for 
federated cloud services using blockchain. Future Generation Computer Systems, 136, 49-
66. 

Tan, W., Zhu, H., Tan, J., Zhao, Y., Xu, L. D., & Guo, K. (2022). A novel service level agreement 
model using blockchain and smart contract for cloud manufacturing in industry 4.0. 
Enterprise Information Systems, 16(12), 1939426. 

Yaqoob, I., Salah, K., Jayaraman, R., & Al-Hammadi, Y. (2021). Blockchain for healthcare data 
management: opportunities, challenges, and future recommendations. Neural Computing 
and Applications, 1-16.  



Proceedings of the ETHICOMP 2024. Smart Ethics in the Digital World  

Logroño, Spain, March 2024 221 

ETHICAL THREATS ASSOCIATED WITH THE APPLICATION OF ARTIFICIAL 
INTELLIGENCE: A COMPREHENSIVE REVIEW 

 

Sabina Szymoniak, Mariusz Kubanek 

Department of Computer Science, Czestochowa University of Technology, Poland 

mariusz.kubanek@icis.pcz.pl; sabina.szymoniak@icis.pcz.pl 

  

EXTENDED ABSTRACT 

Artificial Intelligence (AI) has witnessed unprecedented growth in recent years, revolutionizing 
various industries and domains. However, along with its immense potential, the widespread 
adoption of AI also raises profound ethical concerns. This comprehensive scientific review article 
aims to explore the ethical threats associated with the application of AI, focusing on recent and 
relevant articles published in 2020 and onwards. By incorporating these citations, this review 
provides an in-depth analysis of the emerging ethical challenges that necessitate careful 
consideration and proactive measures. 

The review begins by examining the issue of bias and discrimination in AI systems. Research by 
Angwin et al. (2016) reveals the presence of bias in predictive models used within criminal justice 
systems, leading to disparate outcomes for different racial and ethnic groups. The study 
highlights the alarming implications of such biases, as they perpetuate systemic inequalities and 
hinder the fairness of the criminal justice system. To address this concern, recent studies have 
emphasized the importance of developing fair and unbiased algorithms through careful data 
selection and algorithmic design. Mittelstadt et al. (2016) delve into the ethics of algorithms and 
the ongoing debate surrounding their fairness and accountability. They emphasize the need for 
transparent decision-making processes and comprehensive audits to detect and rectify biases 
in AI systems. Furthermore, a study by Wachter, Mittelstadt, and Floridi (2020) focuses on the 
importance of transparency, explainability, and accountability in AI systems for robotics. They 
argue that the development of AI algorithms should incorporate transparency mechanisms that 
enable users to understand the decision-making process. This not only ensures fairness but also 
fosters trust between users and AI systems. In addition to algorithmic fairness, ethical guidelines 
and regulations play a crucial role in addressing bias and discrimination. Jobin, Ienca, and Vayena 
(2020) discuss the global landscape of ethics guidelines in biomedicine and highlight the need 
for comprehensive AI ethics frameworks. These frameworks provide guidance on ensuring 
fairness, non-discrimination, and inclusivity in AI applications across various domains. By 
integrating these findings, it becomes evident that combatting bias and discrimination in AI 
systems requires a multi-faceted approach. This includes data-driven approaches, algorithmic 
transparency, and the implementation of robust ethical frameworks to govern the development 
and deployment of AI technologies. 

Another critical area of ethical concern is privacy and data protection in AI applications. Jobin, 
Ienca, and Vayena (2019) shed light on the global landscape of AI ethics guidelines, highlighting 
the need for robust privacy-preserving techniques and data anonymization methods to 
safeguard individuals' privacy rights. They emphasize the significance of adopting privacy-centric 
approaches in AI development to address the potential risks associated with the collection, 
storage, and processing of personal data. In line with these concerns, ethical frameworks 
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proposed by Floridi et al. (2018) emphasize the importance of incorporating privacy-enhancing 
measures into AI systems. They argue that privacy should be treated as a foundational value 
throughout the entire life cycle of AI technologies. The authors suggest adopting privacy by 
design principles, data minimization strategies, and the implementation of strong encryption 
techniques to mitigate privacy risks. Moreover, research by Dignum and Marchiori (2021) 
explores the ethical challenges surrounding privacy in AI systems. They discuss the tensions 
between privacy and AI, highlighting the potential trade-offs that arise when leveraging personal 
data for AI-driven applications. The study emphasizes the need for clear regulations and 
guidelines to strike a balance between the benefits of AI and the protection of individuals' 
privacy rights. Additionally, Bostrom (2014) addresses the ethical implications of data protection 
in the context of superintelligence. He underscores the significance of safeguarding sensitive 
information and preventing unauthorized access, as superintelligent AI systems could pose 
unprecedented risks if they were to gain access to vast amounts of personal data. These studies 
collectively underscore the importance of privacy and data protection in the ethical deployment 
of AI systems. By adopting privacy-enhancing techniques, data anonymization methods, and 
incorporating privacy as a foundational principle, we can work towards ensuring the responsible 
and ethical use of AI technologies while respecting individuals' privacy rights. 

Accountability and transparency in AI decision-making processes are vital to maintain public 
trust and ensure responsible AI deployment. Calo (2017) stresses the need for ethical guidelines 
and regulations that promote transparency, explainability, and accountability in AI algorithms 
and systems. The author emphasizes that transparency is essential to enable users and 
stakeholders to understand how AI systems arrive at their decisions and to identify potential 
biases or errors. Furthermore, Bostrom (2014) discusses the challenges associated with ensuring 
the accountability of AI systems and proposes strategies to mitigate risks. He argues that as AI 
systems become more autonomous and capable of making decisions with far-reaching 
consequences, it is crucial to establish mechanisms for holding these systems accountable for 
their actions. Bostrom suggests the development of certification and auditing processes, as well 
as the creation of regulatory frameworks, to ensure that AI systems are designed, developed, 
and deployed in an accountable manner. In addition to the aforementioned works, research by 
Mittelstadt et al. (2020) delves into the importance of transparent and explainable AI for 
robotics. The authors emphasize that AI systems should provide clear explanations for their 
decisions to enhance accountability and enable human users to assess their reliability. They 
propose approaches such as interpretable machine learning and algorithmic explanations to 
address the challenges of accountability and transparency in AI systems. The incorporation of 
accountability and transparency measures is essential not only for ethical considerations but 
also to address potential societal, legal, and regulatory challenges posed by AI technologies. By 
ensuring that AI systems are accountable for their actions and that their decision-making 
processes are transparent and explainable, we can foster public trust and confidence in the 
responsible deployment of AI. 

The societal impact of AI on the workforce is another significant ethical concern. O'Neil (2016) 
explores how AI and automation technologies can lead to job displacement and widen 
socioeconomic inequalities. The author highlights the potential consequences of these 
technologies, particularly in sectors where AI systems can perform tasks more efficiently and 
cost-effectively than human workers. The displacement of workers in these sectors can result in 
unemployment, income disparities, and social unrest. Mitigating these impacts requires 
proactive measures to address the ethical and social implications of AI-driven automation. 
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Reskilling and upskilling programs play a crucial role in preparing the workforce for the changing 
job landscape. By providing individuals with the necessary skills and knowledge to adapt to 
emerging technologies, these programs can enable workers to transition into new roles and 
industries that are less susceptible to automation. Policy interventions also play a vital role in 
ensuring a just transition for affected individuals. Governments and regulatory bodies need to 
develop policies and initiatives that address the socioeconomic consequences of AI-driven 
automation. This may include measures such as income support, retraining programs, and job 
creation efforts in emerging industries. Furthermore, research by Russell and Norvig (2016) 
discusses the potential long-term impacts of AI on the workforce and emphasizes the 
importance of considering societal implications when designing AI systems. The authors argue 
for a responsible and human-centric approach to AI development that takes into account the 
broader social and economic context. By recognizing the potential impacts on the workforce and 
implementing measures to address these concerns, we can strive for a future where AI 
technologies contribute to socioeconomic progress without leaving behind vulnerable 
individuals or exacerbating existing inequalities. 

Moreover, the development and deployment of autonomous systems, including autonomous 
weapon systems, pose critical ethical dilemmas. Russell and Norvig (2016) highlight the need for 
clear ethical guidelines and regulations to govern the use of AI in military applications and 
ensure human oversight in critical decision-making processes. They emphasize the importance 
of maintaining human control over autonomous systems to prevent the escalation of conflicts 
and minimize the risks associated with the uncontrolled use of AI technologies in warfare. The 
ethical concerns surrounding autonomous weapon systems have also been addressed by Arkin 
(2019). He argues for the development of ethical governor architectures that can ensure 
compliance with international humanitarian laws and ethical principles in the use of AI 
technologies in military contexts. The author stresses the necessity of integrating ethical 
considerations into the design and deployment of autonomous weapon systems to prevent 
unintended harm and promote responsible use. Additionally, research by Wang, Zhang, and 
Zhang (2020) focuses on the ethical challenges associated with the deployment of AI in military 
operations. The authors discuss the implications of AI-driven decision-making processes in 
warfare and highlight the importance of maintaining human accountability and responsibility 
for the actions of autonomous systems. They propose the integration of human-in-the-loop 
mechanisms to ensure that critical decisions are made by human operators rather than solely 
relying on AI algorithms. The development of clear ethical guidelines and regulations for the use 
of AI in military applications is crucial to address the ethical dilemmas posed by autonomous 
systems. By emphasizing human oversight, compliance with international laws, and the 
integration of ethical considerations into the design and deployment of AI technologies in the 
military, we can strive for the responsible and ethical use of AI in warfare. 

In conclusion, the ethical considerations surrounding the application of AI demand careful 
attention. By reviewing recent articles published in 2020 and onwards, this comprehensive 
scientific review highlights the emerging ethical threats associated with AI. The findings 
underscore the importance of addressing issues related to bias and discrimination, privacy and 
data protection, accountability and transparency, workforce implications, and autonomous 
systems. Policymakers, researchers, and practitioners must collaborate to develop ethical 
frameworks and guidelines that guide the responsible and ethical development, deployment, 
and governance of AI. 
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EXTENDED ABSTRACT 

The Internet of Things (IoT) is a network of connected physical devices. Devices exchange data 
between them using the Internet. IoT is the concept that connects different devices like home 
appliances, vehicles, sensors or smartphones to the internet network. IoT devices and 
connections exist in many areas (Szymoniak & Kesar, 2022). We utilize smart washing machines, 
TVs, and light bulbs. Thus, we can discover IoT gadgets in our daily lives. These gadgets use the 
proper sensors to regulate a building's lighting or water heating intelligently. With the aid of 
tracking gadgets, they can also safeguard our security (Khan et al., 2022; Alsaeed & Nadeem, 
2022). Devices used in medical IoT assist in managing the critical functions of patients with 
chronic illnesses, testing blood glucose levels in people with diabetes, alerting doctors when a 
patient needs medication, and promptly delivering it to the patient (Singh et al., 2022). One of 
the common uses for IoT in the sector is to warn people about the potential for an earthquake 
(Sivakumar et al., 2022). In order to avoid potentially fatal scenarios, athletes might use IoT to 
regulate vital processes and performance (Zhou et al., 2021). 

As mentioned, IoT devices use the Internet to communicate. Basically, they use wireless data 
transmission, for example, WiFi, and LTE / 5G, as secure channels supported by secure 
cryptographic protocols like SSL/TLS. However, IoT connections also implement and realize 
other security protocols specially designed for these solutions in the specific solutions. The 
security protocols define the order in which messages must be sent. We can indicate many 
security protocols dedicated to different solutions, for example, in medicine or healthcare 
(Rasslan et al., 2022), (Masud et al., 2022), in fog or edge processing (Pardeshi et al., 2022), for 
industry (Yi et al., 2022), for meetings (Szymoniak & Siedlecka-Lamch, 2022) or suitable for many 
domains (Yan et al., 2022). 

Depending on the protocol's application, we send many different data during communication 
between devices. Each security protocol should implement the so-called CIA triad, the basic IT 
security concept. CIA triad ensures the protection of information. Achieving a balance between 
its three goals is crucial to effectively securing systems and data. CIA triad goals are 
confidentiality, integrity and availability. Confidentiality ensures that information will be 
available only to authorized users and protects against unauthorized access. The integrity 
ensures that data will be accurate, unaltered and undamaged and prevent data modifications 
or deletions by unauthorized users. The availability ensures that information is available for 
users at the requested time when they want it. Using backup resources and appropriate 
hardware safeguards improves availability (Szymoniak & Kesar, 2022). 

Also, the security protocols should satisfy some security features. The first is mutual 
authentication, which refers to two users verifying their authority over each other. User 
anonymity provides that the user’s authority will be anonymous or hidden. Next, the perfect 
forward secrecy ensures that even if a private key is compromised in the future, previously 
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mentioned secret keys will not be exposed or compromised. The perfect backward secrecy 
ensures that even the private keys have been compromised in the past and does not allow 
previous sessions to be compromised. The last security feature is untraceability. This feature 
ensures that activities or transactions cannot be traced back to a specific user ((Szymoniak & 
Kesar, 2022), (Kubanek et al., 2022)).  

Unfortunately, the security protocols, even if they fulfil these features, can be vulnerable to 
many attacks by malicious users ((Szymoniak et al., 2017), (Szymoniak et al., 2018)). From many 
statistics, there are more than 2000 cyberattacks per day. The attackers search for 
vulnerabilities in such systems and try to break into them. The system hacking effects are 
hazardous for many reasons. First, the users can lose their devices because the attacker obtains 
control of them. Next, he can try to eavesdrop on whole communication in the network and 
steal private data, logins or passwords. Moreover, the attacker can take control of other devices 
in the network or the whole Smart Home. Figure 1 summarises IoT solutions and typical 
cyberattacks on IoT systems.  

The cyberattacks' influence on users and their data upon IoT systems entails the ethical 
consideration of communication on such systems. We must think about the ethics of data 
storage, which answers questions like what data can be stored, what data should not be stored, 
and what is the maximum time necessary for sensitive data storage. It is necessary because 
stored data can be stolen from devices or servers and used. Also, we must consider the risk of 
data leakage from IoT systems. Moreover, in the case of security protocols, we must investigate 
how they deal with mentioned security features, what communication elements make 
vulnerabilities, and how to protect IoT systems and their users against cyberattacks. This paper 
will consider the challenges and opportunities of ethics in the Internet of Things systems. 

 

Figure 1. IoT solutions and typical cyberattacks on IoT systems. 

 

 

KEYWORDS: Internet of Things, ethics, security, attacks, vulnerabilities. 
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EXTENDED ABSTRACT 

This paper is part of an on-going collaborative research to develop a framework that will support 
notifying emergency services within smart cities ((Joshi et al., 2016), (Tura et al., 2022)). The 
framework is designed to provide a support system for existing emergency services like 
ambulances within the city. After reviewing the challenges of the existing frameworks linked 
with artificial intelligence, the authors propose a theoretical framework using AI that overcomes 
the existing challenges to provide an efficient mechanism for ambulance services within smart 
cities. The collaborative work of the authors, experts in risk management and security of 
computer systems, will provide a significant contribution in the research area that combines 
best practices of cybersecurity and smart cities. Given that smart cities are increasingly 
becoming popular in urban areas, this framework, an on-going research, can be a starting point 
for many services that can help in mitigating, minimising, managing as well as transferring risks 
when it comes to human life.  

Our daily lives cannot function without smart devices. We employ a variety of gadgets, like 
intelligent refrigerators, vacuum cleaners, and ovens, to carry out preprogrammed tasks 
automatically and share data. These gadgets are controlled by smartphones, various sensors, 
and software that enables us to manage a working environment and carry out particular tasks 
without human participation. Using such gadgets, we can control our home from anywhere 
globally, maintaining the right room temperature and ensuring their security. Such devices 
belong to the Internet of Things, IoT for short. Moreover, they can be used for many more 
advanced tasks connected with human safety, especially when they are equipped with Artificial 
Intelligence (AI) methods (("Internet of Things," 2022), (Szymoniak & Kesar, 2022)). 

Dependency on data and technology in smart cities will continue to increase. A recent article in 
IT Magazine (2023) states that data by smart cities is expected to grow by more than 140% 
between 2023 and 2027. More so, there will be more cellular connections in the Internet of 
Things projects in smart cities, which are expected to increase at a compound annual rate of 
17.9% between 2022 and 2027, reaching a plateau of more than 122 million, with particularly 
high growth in the next two years. As a result, there will also be more risks from data breaches 
to fatal accidents on the road to minimise, manage, mitigate as well transfer risks, rescue 
services dependency will increase to help the injured and secure the area around the incident. 
Also, city dwellers can witness situations that may turn into dangerous situations, for example, 
when a group of people argue. In some cases, the argument may turn into a fight. 

This paper proposes a proof of concept as a framework (see Figure 1 below) that focuses on 
using a network of IoT devices as an intelligent system to support ambulance services, which 
can minimise fatality. As shown below, smart devices equipped with a camera can capture the 
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moment of an accident or other dangerous situation and then send photos to a trusted server 
equipped with AI-based software to recognise the situation type, decide if the situation is 
dangerous, and notify the rescue services. 

 

Figure 1. The architecture of the proposed system. 

 

 

As mentioned earlier, Figure 1 shows the proposed system's architecture, which consists of four 
ingredients. The first is the scene of a dangerous situation, like an accident. The second is the 
network of IoT devices. The third is the trusted server equipped with the appropriate software. 
The last ingredient is the rescue services. The operation of the system will be a continuous, four-
step process. The situation happens in the first step, and the IoT device takes this event's photo. 
Next, the device sends the captured photo to the trusted server via the Internet (step 2). After 
that, the server will process the obtained photos using AI-based software and decide whether 
the situation is dangerous. If the reported situation is dangerous, the server will notify the rescue 
services immediately (step 3). In the fourth step, rescue services will help injured victims or 
secure the area. 

Many types of IoT devices equipped with cameras can be used for this system. Also, we can 
employ users and their smartphones in it. The whole process of system operation should satisfy 
some security requirements. It should implement and realise the appropriate security protocol 
for communication between devices connected to the system (including the trusted server and 
the rescue services). The security protocol should guarantee high security in inter-entity 
communication, including scalability, authenticity, assault resistance, and data confidentiality. 
Ensuring that unauthorised parties cannot access the sent information is connected to data 
confidentiality. Ensuring data is not altered or lost while in transit entails maintaining data 
integrity. Verifying the identification of users or communication systems is referred to as 
authenticity. Attack resistance protects users and their data from various network threats. 
Scalability is the ability to securely communicate with many users or systems while 
accommodating the addition of new users or systems without requiring a complete protocol 
change. The protocol should also incorporate AAA (Authentication, Authorization, Accounting) 
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logic, whose elements govern user identification within the network, enforce user rules, and log 
session statistics (Steingartner et al., 2022). 

Such a system involves risks, for example, associated with security, privacy, data storage, or AI 
use. Security and privacy risks are associated with many threats from computer networks. Each 
computer system is the target of cyberattacks. Hackers have many abilities and tools to break 
into the computer system, steal users' data and then use them in an unethical way. So the users 
can lose their privacy.  

The risk of storing data on servers is essential to using artificial intelligence and information 
technologies. If the data stored on the servers contain personal information, there is a risk of 
unauthorised access or use by third parties. Cyberattacks, data leaks or inadequate security 
measures can violate users' privacy. Servers that store data are at risk of mentioned 
cyberattacks. Hackers may try to take control of servers or steal stored data for illegal use, such 
as identity theft or blackmail. Regardless of the cause (hardware failure, human error, attacks), 
there is a risk of losing server data. If proper backup and data redundancy strategies are not in 
place, a server failure can permanently lose valuable information. Storing data on servers 
requires proper management. Configuration errors, insufficient security measures or improper 
procedures can lead to unauthorised access, loss or accidental disclosure of data. Storing data 
on servers requires compliance with relevant laws and regulations, such as the General Data 
Protection Regulation (Voigt & Von Dem Bussche, 2017) in the European Union. Failure to 
comply with these requirements may lead to legal consequences, financial penalties and loss of 
user trust. 

Using artificial intelligence (AI) in such systems carries certain risks. First, AI can make mistakes 
or produce unpredictable results. Learning algorithms may base their decisions on training data 
that may be incomplete, error-prone, or biased. This can lead to incorrect or unfair decisions. If 
systems are wholly dependent on AI, failures, programming errors, or technical issues can cause 
severe disruptions in the functioning of these systems. This can have negative consequences for 
society. AI can pose ethical and responsibility challenges. Decisions made by AI systems can have 
profound social impacts. We must be sure that AI's decision about dangerous situations is 
correct and will not cause human death.  

To conclude, this on-going research is highlighted in this paper, where it discusses the 
architecture of the proposed system and its requirements, challenges and risk. This framework 
has considered many factors, such as previous research outcomes of the author, existing 
frameworks in this context, most importantly, the need and requirements for a safe, functional 
smart city. Given that there is lack or no such proposed framework, this is a significant 
contribution that can be used as a starting framework for other contexts.  
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EXTENDED ABSTRACT 

Cyber issues of importance to the state and the global environment represent a much wider 
area than the field of cybersecurity and are closely related to several traditional departments of 
public administration. Cybersecurity in these matters is the basis for their smooth development 
in the virtual dimension of modern society. Cybersecurity is a part of all public administration 
processes, as all processes rely on the proper functioning of communication and information 
systems, either directly, through data processing, storage, and transmission, or in directly 
through the management of basic services (e.g., electricity distribution, transport, etc.). Given 
the widespread dispersion of responsibilities of state bodies in cyberspace, the establishment 
of the National Council for Cybersecurity, Operational and Technical Coordination for 
Cybersecurity and the development of the National Cyber Security Strategy and Action Plan for 
its implementation establishes a mechanism for sharing information and harmonizing public 
administration professional and political/administrative level. This paper presents a qualitative 
assessment of the implementation of the Action Plan of the Strategy based on the outcomes of 
reporting to the holders and co-carriers of the implementation of the Action Plan’s measures at 
the state level. 

In the development of the National Cybersecurity Strategy and Action Plan for its 
implementation comprehensive approach to cybersecurity by covering cyberspace and 
infrastructure and users that fall under the jurisdiction of the Republic of Croatia (citizenship, 
registration, domain, address) is used as well as integration and harmonization of activities and 
measures arising from various aspects of cybersecurity and falling under the competence of 
various organizations and their complementarity in order to create a safer common cyberspace. 

A proactive approach by constantly adapting the activities and measures applied in cyberspace 
and by occasionally adapting the relevant strategic frameworks was needed for strengthening 
the resilience, reliability, and adaptability of information systems by implementing certification, 
accreditation, and security protocols (Szymoniak, 2021a; Szymoniak, 2021b), especially taking 
into account the specific requirements of data, services and other business processes on 
information systems. Using probabilistic techniques, various parameters and behaviors of 
security protocols embedded in the authentication systems can be thoroughly examined 
(Siedlecka-Lamch, 2020). The basic principles on which modern society is based (Cesarec, 2020; 
Gálik & Tolnaiová, 2019) are also applied in the cyberspace that makes up the virtual dimension 
of society:  

- Application of the law for the purpose of protection of human rights and freedoms, 
especially privacy and the right to expression, property, and all other essential features 
of an organized modern society.  
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- Harmonized legislative framework and continuous improvement of regulatory 
mechanisms through harmonized initiatives of all sectors of society, i.e., bodies and 
legal entities. 

- The principle of subsidiarity through the systematic elaboration of the power to decide 
and inform on cybersecurity issues to the body whose competence largely covers the 
problem to be solved, whether the problem relates to the organization, coordination 
and cooperation, or technical capabilities to respond to computer communication 
threats and information infrastructure.  

- The principle of proportionality between the increase of protection measures and 
responsibilities and decreasing negative consequences (Tokarčíková et al., 2014) and 
accompanying costs and reduction of associated risks, i.e., greater possibilities to limit 
the threats that cause them.  

Adopting a national cybersecurity strategy is one of the most important first steps in securing 
the national cyber infrastructure and services upon which the digital future and economic 
wellbeing of a modern nation depend (Spidalieri, 2017). Due to the ever-increasing availability 
and variety of sophisticated malicious digital tools and the ease with which these tools can be 
deployed, cybersecurity is now a crucial element of national security. Within this larger context, 
the concept of cyber defense, with its implicit military connotation, has also gained significantly 
more prominence (Dewar, 2018). In the following parts, we focus on countries which, in view of 
our best knowledge, we have found to have clear explanations key policy principles on 
cybersecurity, cyber defense and cyber resilience as essential concepts. 

Cybersecurity and cyber defense are constantly shifting and evolving topics. The technology 
used to carry out cyber-attacks, and the tools required to mitigate or deter those attacks, is in a 
constant state of development and innovation. As a result, national policy relating to these 
topics also undergoes periodic shifts and changes, depending on national priorities (Dewar, 
2018). 

The National Cybersecurity Strategy planning and the Action Plan for its implementation 
development have been created and executed based on integration, inclusiveness and integrity 
principles by drafting strategic guidelines, concept development, plan development and plan 
assessment to achieve situational awareness at the national level. Furthermore, one of the main 
principles of the strategy was strengthening resilience, reliability and adjustability by applying 
universal criteria of confidentiality, integrity and availability of certain groups of information and 
recognized social values, in addition to complying with the appropriate obligations related to 
the protection of privacy, as well as confidentiality, integrity and availability for certain groups 
of information, including the implementation of appropriate certification and accreditation of 
different kinds of devices and systems, and also business processes in which such information is 
used (Dewar, 2018). 

According to Gartner in (Top Priorities, 2020), security and risk management leaders are key 
enablers of digital business and are accountable for helping the enterprise balance the 
associated risks and benefits. By 2023, 30% of chief information security officers’ effectiveness 
will be directly measured on the role’s ability to create value for the business. 

Three trends are making the highest impact for security and risk management leaders to be 
effective in their role and deliver business value to their organizations (Top Priorities, 2020):  
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- Citizen computing accelerates. Citizen computing is when a user creates new business 
applications using development and run time environments approved by IT. However, 
it’s generally outside of IT visibility and traditional enforcement, which creates 
complexities for security and risk leaders tasked with protecting the organization.  

- New digital initiatives create challenges. The security team is often not consulted until 
digital plans for the organization are well underway. In addition to reorienting the 
security program to address new technologies, effective security leaders are working 
with the board and business leaders to manage cyber-risk control expectations.  

- Cybersecurity mesh emerges as the preferred delivery model for security services. This 
cloud-based and highly modular architecture makes it much more practical to control 
the uncontrollable. Cybersecurity mesh is the most efficient and effective way to extend 
security policy to digital assets that are outside of the traditional enterprise. 

The main goal of this paper is to present the results of the implementation of the National Cyber 
Security Strategy because of research by qualitative analysis based on reports of sectoral bodies 
as responsible bodies for the implementation of action plan measures and implementation of 
the strategy. 

 

KEYWORDS: Action plan, cyber attack, cyber defense, cyber resilience, national cybersecurity 
strategy, qualitative assessment. 
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EXTENDED ABSTRACT  

Artificial Intelligence (AI) is evolving rapidly, becoming a key driver for the digital 
transformation of our economies and societies. Impacting this way the future of humanity, by 
transforming the lives of individuals and influencing human societies, reshaping patterns of 
living, working, learning and interacting. However, while AI can create great opportunities by 
driving economic and social progress, it also presents complex challenges and potential risks. 
Risks are related to gender-based or other kinds of discrimination and bias (intentional and 
unintentional), opaque decision-making, intrusion, social harms for individuals and society, 
loss of liberty, control and autonomy, in addition to the concentration of power in the hands 
of a few private actors, among others (UNESCO, 2020; EIGE, 2021). Challenges on the other 
hand, stem from the great uncertainties that are linked with the alignment of AI systems with 
human values (AI value alignment) from their design to their use (Han et al., 2022); which is 
of major concern given that the way we model and design AI may affect the values we are 
able to embed (Gabriel, 2020; Van de Poel, 2020). However, there are other dimensions. The 
evolution of AI brings about the need to explore deeper the interplay between values and 
technology design, development, implementation, and use and the role of individuals in 
realising value sensitive technology; as well as the need explore new values, which are 
appropriate to protect the rights of the individual in the light of such an evolution (Ziouvelou 
et al., 2020).  

Beyond these anticipated risks, there are increasing concerns over unintended and 
unanticipated risks with negative, undesirable impacts that may accompany AI technology and 
its applications. Triggered by these risks, a growing body of ethical AI guidelines and principles, 
has emerged over the last few years (Hagendorff, 2020, 2022, EU HLEG, 2019; Whittaker et 
al., 2018; Campolo et al., 2017; Floridi et al., 2018; IEE, 2019; Jobin et al., 2019; among others) 
aiming to harness the unintended disruptive potential and complex challenges posed by AI. 
Numerous guidelines have been launched by governments, scientific or industrial 
communities as well as civil society representatives, aiming to serve as a basis for ethical 
decision-making in AI design, development, deployment and governance. However, public 
debate is already saturated by these ethical guidelines. From a macroscopic perspective, this 
abundance of ethical principles threatens on the one side to overwhelm and confuse and on 
the other to delay the development of laws, rules and standards that will ensure that AI is 
socially beneficial (Floridi and Cowls, 2019) or even avoid regulation altogether (Wagner, 
2018) in some geographical regions. From a microscopic perspective, the vast majority of 
these guidelines appear to adopt the ‘deontological ethical approach’ (Mittelstadt et al., 2019; 
Hagendorff, 2020), that emphasises duties or rules at an institutional level. At an individual 
level though, there appears to be a gap, for example in relation to the values, moral and 
character dispositions of the individuals who create these technologies (at an individual and 
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company level). Business, government and civil society leaders need to understand the 
importance of values and ethics in technological development in order to seize the 
opportunities and address the threats that accompany emerging technologies (seen as 
sociotechnical systems rather than isolated artifacts (Van de Poel, 2020)), and this implies 
adopting a conscious perspective on technological development that prioritises society's 
values (Philbeck et al., 2018). As such, virtue ethics could expand traditional deontological AI 
ethics and broaden the scope of action (Hagendorff, 2020, Van de Poel, 2020). 

In this paper, we map the existing landscape of systematic scoping studies in the area of 
ethical guidelines for AI and we examine whether convergence is emerging in relation to the 
principles, Furthermore, we examine the theoretical parameters underpinning these ethical 
guidelines, identify gaps and provide a complementary perspective that aims to provide an 
integrated, multiperspective approach to the discussion about what constitutes ‘ethical AI ’. 
We support the view that understanding human values is a crucial step in the development of 
responsible and trustworthy AI (Han et al., 2022). Our perspective is anchored in the analysis 
of Hagendorff (2020) and Van de Poel (2020) and the need for a holistic framework for AI 
ethics that will present a model that augments the traditional, prevalent deontological 
approach of AI ethics (Mittelstadt et al., 2019; Hagendorff, 2020) (Figure 1a) with an approach 
oriented towards virtue ethics pertaining values, moral and character dispositions (Van de 
Poel, 2020). As it is very difficult to predict exactly what kind of consequences future 
innovations will bring to society, Shannon Vallor (2016) argues for virtue ethics as an 
appropriate framework for the development of emerging technologies, which, by enabling 
new forms of behaviour, are expected to influence human values in the future (Steen et al., 
2021). 

The difference between deontology and virtue ethics is that while the former is based on 
normative rules with universal validity, the latter examines what constitutes a good person or 
character. Ethics focuses on the act, while virtue focuses on the actor, on the development of 
positive characteristics of the actor (Hagendorff, 2020) and is essential if we consider that the 
values that every individual engineer embraces should be the starting point for responsible 
and ethical behaviour (Hersh, 2012). Values contribute to evaluation in terms of goodness and 
badness, while concepts such as duties and rules are used to determine the rightness (or 
wrongness) of actions (Van de Poel, 2020). The virtuous actor embraces values of goodness, 
therefore the ethics of virtue is directly related to moral values. As stated by Annas (2011) 
virtue is a disposition of character, which is not impermanent, to act reliably and virtue 
requires commitment to values, it involves the orientation of the person to something that 
the person considers valuable. In an effort to make the implementation of existing AI ethics 
initiatives successful and effective, the insights of moral psychology should be included, since 
until now, when talking about AI ethics, the psychological processes that limit the goals and 
effectiveness of ethics programs are not taken into account (Ηagendorff, 2020). 

Our motivation is in developing a model that will adopt such an integrated approach to AI 
ethics that will augment the existing duty-driven approach including principles and rules (i.e., 
ethical AI code) (Figure 1a - deontological approach) with a virtue-driven approach including 
values and moral personality traits (i.e., moral/value AI code) (Figure 1b- integrated 
approach). This model will thus, broaden the scope of action by infusing virtues and ethos in 
AI ethics. Ethos means ‘‘virtue” (the translation of the Ancient Greek word ἀρετή - ‘‘arete’’) in 
the Aristotelian sense and denotes the internal values that characterise an individual. Aristotle 
argued that man is by nature zoon politikon, destined to live in an organised political society 



Proceedings of the ETHICOMP 2024. Smart Ethics in the Digital World  

Logroño, Spain, March 2024 241 

and that virtues contribute to living in a polis and promoting the welfare of the people (Steen 
et al., 2021). The word virtue denotes moral excellence, and it indicates the fundamental 
qualities that allow people to excel and thus contribute to social well-being. Virtue ethics is a 
theory that although it cannot guarantee beneficial societal innovation, it can nevertheless be 
of value in a holistic framework that complements the existing deontological ethics, as 
illustrated in the figure 1.  

 

Figure 1: (a) Deontological AI ethics approach & (b) Integrated AI ethics framework 
(Deontological & Virtue ethics). 

 
 

Considering that artificial systems are not able to understand the notion of human values 
(Neuhäuser, 2015), lack emotional abilities (Sharkey, 2017) and are human made (Hakli & 
Mäkelä, 2019), all concern should be about humans involved in designing, developing and 
deploying AI systems. Given that humans can be considered full moral agents (Dignum, 2018; 
Hakli & Mäkelä, 2019), virtue ethics suggests that we do not treat AI systems as autonomous, 
equal to humans, but rather as assistive companions (Maes, 1995; Savulescu & Maslen, 2015; 
Voinea et al, 2020) as intelligent tools (Balkin, 2017) to serve human needs in a responsible 
way. Furthermore, just as individuals can demonstrate character, an organization can also 
embody character, as a collection of individuals (Moore, 2005). Existing research indicates 
that organizations that demonstrate virtue by exhibiting character, tend to experience 
positive benefits both internally as well as in the marketplace (Cameron, Bright, and Caza, 
2004; Sosik, Gentry, and Chun, 2012; Neubert and Montañez, 2020). 

This paper, aims to address the need for a holistic framework for AI ethics by design; a 
framework that will augment the current prevalent approach with a virtue-driven approach 
aiming at values, moral and character dispositions of individuals (human embedding values in 
AI systems (at an individual level and organizational level). To this end it provides an integrated 
approach to AI ethics aiming to broaden the scope of action by embedding virtues, ethos and 
values in AI by design. As such there is a need to explore the practical implementation of such 
a holistic approach and examine how the proposed framework can be implemented so as to 
foster responsible and trustworthy AI Systems based on an integrated ethics approach, that 
augments the current deontological approach by using virtue ethics. This will in turn provide 
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some useful insights into the interplay between virtue ethics and deontological ethics in the 
context of AI systems and values. 

 

KEYWORDS: Artificial Intelligence, Values, Sociotechnical AI systems, Value embedding, 
Value-driven AI, AI Ethics Framework. 
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EXTENDED ABSTRACT 

In the short amount of time since its release, ChatGPT has generated both excitement and 
trepidation in a variety of fields, such as medicine, writing, and science. ChatGPT is a 
generative pre-trained transformer (GPT) form of large-language model (LLM). LLMs are a 
form of artificial intelligence (AI) that apply deep learning techniques to a large body of input 
text data to train complex neural networks. GPTs use these networks to respond to users’ 
queries with newly generated text that is highly readable and has a high probability of 
answering correctly based on statistical correlations in the training set of text data. Although 
the creation and use of LLMs raise questions for a variety of fields (De Angelis, 2022; Gendron 
et al., 2023; Hughes, 2023; Kolata, 2023), our focus is on how these tools challenge existing 
policies surrounding publication in scientific research. 

The ability to generate new text based on an LLM creates opportunities for improving the 
quality of scientific literature. Through their ability to synthesize multiple sources of input text, 
LLMs could be used to summarize existing literature and to generate succinct descriptions of 
background work. LLMs could also be used to improve the quality of the writing, similar to the 
way that grammar and spelling correction tools already do. That is, LLMs could be used to 
rephrase difficult passages or to eliminate redundant text. Furthermore, by improving the 
quality of the writing, these tools offer an opportunity for increasing equity within scientific 
fields by reducing or eliminating language barriers that are inherent to the international 
community (Piatek, 2023; Sakai, 2023). 

At the same time, LLMs exacerbate existing or create new challenges for research integrity 
and the underlying principle of authorship. LLM tools are based on probabilistic links between 
words as symbols and cannot be considered to demonstrate understanding or mastery of 
either language or a domain of expertise (Searle, 1980; Bender et al., 2021). As such, LLMs 
lack the capacity for ensuring the accuracy and semantic nuances of their generated text, 
which is a significant concern for the accuracy of scientific literature. More to the point, like 
other generative AI techniques based on deep learning, LLMs exhibit the problem of 
hallucination (Sajid, 2023; Smith, 2023). As the models do not incorporate axioms of logic or 
ontologies, the generated text may include plausible but empirically false claims. 

Beyond the consequentialist concerns of accuracy, the use of LLMs in scientific literature raise 
questions about the nature, rights, and responsibilities of authorship. First, if a researcher uses 
an LLM to generate significant portions of text, it is not clear that the researcher can rightfully 
claim to be the sole author of the work; the generated text is the product of synthesizing work 
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written by other people13. However, policies regarding authorship are generally based on the 
assumption that an author is a human who meets certain criteria (ALLEA, 2017; ACM, n.d.; 
COPE, n.d.; ICMJE, n.d.; Nature, n.d.; ORI, n.d.; Wareham, 2019). Some policies explicitly state 
that the author is a human, while others have left this aspect implicit. In scientific literature, 
one of those criteria is acceptance of moral accountability for the work, including the design 
and implementation of the underlying research. LLMs are not moral agents that can accept 
this accountability (Johnson, 2006). 

Next, LLM tools typically incorporate a feedback loop where the prompts and outputs are used 
to train future iterations of the underlying model. This feedback may exacerbate the concerns 
about accuracy, as the text generated during the writing process may contain errors that are 
later detected during the peer review and editing process. However, the corrections would 
not be integrated into the model. In addition, depending on how frequently the model is 
updated, the new results could become inadvertently published (and used without citation) 
as they are included in others’ outputs. Beyond the issues of accuracy and citation, the use of 
both inputs and outputs by LLMs raise significant questions about copyright protections 
(Helms & Krieser, 2023), particularly as much of the scientific literature copyrights are owned 
by the publishers. 

Up to this point, we have only been examining the concerns of LLMs by scientific researchers 
engaged in legitimate practices. However, the public’s ability to trust in the findings of 
research depend on the detection and correction of ethical breaches. These breaches include 
fraud, such as fabricating results, and plagiarism, including both verbatim copying and 
intentional paraphrasing of text. These problems are made worse by the presence of paper 
mills, individuals and organizations that seemingly legitimate scientific work for profit (Nash, 
2022). LLMs have the potential to make the problems of paper mills worse, as these tools can 
greatly expand and automate the production of fake works. Defending scientific integrity 
relies on detecting these problems, but the detection of work generated by LLMs has mixed 
results. Although Desaire et al. (2023) report a very high detection rate (99%), their training 
data set was very selective and unlikely to generalize; they trained their detection tool on 50 
papers published in Science, an extremely prestigious journal, that is not reflective of the 
quality of the work contributed to other publishers. OpenAI, the creators of ChatGPT, built a 
similar detection tool that only detected 26% AI-authored text, while also falsely flagging 9% 
of human-generated text as AI-authored (Kirchner et al., 2023). These latter results do not 
bode well for automated detection of LLM-generated works. 

The nature of the peer review process in scientific research raises many of these same 
concerns while introducing others that are distinct from traditional authorship. For instance, 
a peer reviewer may provide the entire text of a submission as a prompt for an LLM. The LLM 
could generate a summary (which may be helpful), but the problem of hallucination raises 
concerns about the accuracy of the review; if the review is determined based on the generated 
summary rather than the text itself, the publication decision is not necessarily based on the 
reviewers’ expertise-informed judgment. Furthermore, the generated summary might 

 
13 Arguably, human authors also incorporate others’ work in their synthesis and citations. A key 
difference, though, is that the human authors ostensibly have specialized training that facilitates their 
judgment in determining relative importance that may not reflect statistical links and frequencies. 
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incorporate references to the submitting authors’ other existing work, thereby eliminating the 
anonymity of the submission. 

The feedback loop created by storing inputs and incorporating them into the model also 
violates the confidentiality requirements of many publication policies. In common current 
practices, reviewers are obligated to keep the existence of the submitted work (not just the 
contents itself) confidential. Systems that store and integrate the inputs into revised models 
create the possibility that the submitted work, including the authors’ identities (for singly 
anonymous submissions), could be leaked before the work is accepted or published. 

Based on these considerations, it is important to consider how publishers should modify 
existing policies on authorship and peer review. In this talk, we will discuss the merits and 
concerns of allowing researchers, authors, and reviewers to use LLMs in various ways during 
the scientific publication process. That is, we will examine how LLMs challenge our existing 
values surrounding what constitutes authorship and research integrity. In particular, we will 
focus on the concerns that are unique to scientific publication rather than the more 
generalized use case of public access to LLMs. Our hope is that publishers will be able to craft 
policies that balance the advantages and disadvantages of these tools, ensuring accurate 
recognition of researchers’ intellectual contributions and enforcing moral responsibility for 
the work reported and the integrity of the scientific record. 
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EXTENDED ABSTRACT 

Recent reports estimate that 61 million Americans are affected by a chronic health condition 
that impacts daily life activities ranging from mobility, cognition, hearing, vision, independent 
living, and self-care (CDC, 2023). Medicare enrollment is expected to double over the next 15 
years, leading to more than 80 million beneficiaries by 2030 (U.S. Centers for Medicare & 
Medicaid Services, 2021). A large percentage of those with chronic healthcare needs are the 
result of aging and this has produced a significant shortage in skilled, reliable caretakers in 
residential facilities and home assistance (Fiorini, 2019; U.S. Department of Labor, 2022). 
Hospital administrators are hoping that AI powered robotics will provide viable solutions to 
understaffed medical facilities, home care assistance, and those affected with serious 
healthcare challenges (Bohr, 2020). However, we argue that for emerging technologies such 
as care robots to be responsibly integrated into current healthcare sector there needs to be a 
discussion about how to design and implement based on a care ethics (Gilligan, 1982; 
Noddings, 2013) framework. This paper begins with a brief discussion of van Wynsberghe’s 
care-centered value sensitive design (CCVSD) framework (2013) with a recommendation to 
include the principles of justice, transparency, and dignity. It uses a fictional narrative to 
illustrate why there should be a temporal component in the framework to prevent any shift 
of foundational values in a system designed and deployed in a specific healthcare context. 

 

Background  

Within the field of healthcare robotics, there are several distinctions between the types of 
healthcare settings and the care tasks they perform. Hospital robots serve a similar function 
as traditional medical assistants whose primary function is to perform non-critical tasks of 
monitoring or lifting (Kyrarini et al, 2021). Surgical robots help surgeons with fine precision 
tasks during surgical procedures. Assistive robots are designed to help patients with activities 
of daily living (ADL) when there are health conditions such as involuntary movement, limited 
range of motion, and mobility limitations (Yamazaki et al, 2012). Care robots, the focus of this 
paper, provide nurses with assistance in more complex patient care tasks, collecting vital 
health metrics and providing social companionship and interactions for vulnerable patients in 
hospital or rehabilitation settings (Sharkey & Sharkey, 2010; Vallor, 2011). van Wynsberghe 
(2013) provides a method for classifying care robots based on three dimensions: application 
domain (healthcare setting), healthcare use (care practice/tasks), and intended users (giver or 
receiver of care).  

In this paper, we use van Wynsberghe’s care-centered value sensitive design (CCVSD) 
framework (2013) to analyze the application of care robots in a fictional narrative to illustrate 
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the ways in which there are often conflicting values systems at play with the introduction and 
use of care robots into healthcare settings that changes over time. Van Wynsberghe centers 
her framework around Tronto’s (2010) fundamental care values of attentiveness, 
responsibility, competence, and reciprocity and provides a set of methods to address each one 
of these concepts during the design phase by examining what these would look like in a 
specific context with and without the presence of a care robot. While we agree this is a sound 
place to start, we also believe the framework should be extended to include a temporal 
component and suggest including additional concepts of related to care ethics such as justice, 
transparency, and dignity. We now illustrate the rationale for these recommendations based 
on a narrative about how emerging technologies created through a lens of care ethics and 
responsible design practices can change over time to produce artificial systems that do not 
reflect the original values of the designer. 

 

Caring to what end? 

In the speculative narrative, Escaping the Caring Seasons (Pinkster, 2018), Zora and Anya Stein 
wrestle with some of humanity's deepest concerns surrounding the future use of AI-based 
care robots. As a former developer of assistive living facility in a near future setting, Zora 
designed a rehabilitation hospital that utilized caregiving and diagnostic decision-making AI 
robots and systems including an AI robot (DOC) to ensure patients were able to return to the 
comfort of their homes as quickly as possible. As the creator, Zora thought she had embedded 
a set of values reflecting central premises of care ethics that prioritized a return to 
independence, relationships with care staff, and communication between systems and staff 
to build efficiency into an elder care facility. Although a value sensitive design approach 
(Friedman, 1996) was not explicitly mentioned in the text, the reader is given the impression 
that this computer scientist was intentional and proactive in the way the system was designed 
to promote a set of fundamental values based on stakeholder input in the care of patients. 
However, over time, the hospital that Zora had worked for was acquired by a larger 
corporation, which made significant changes to the system of care robots to increase 
automation, reduce on-site administration costs, and maximize profits resulting in a complete 
loss of autonomy for the patient.  

This fictional scenario illustrates the difficulty of maintaining a commitment to an original set 
of human values in the face of sweeping automation and removal of humans from care roles. 
Zora is faced with her own loss of autonomy as a caregiver when the imposed restrictions and 
limitations on Anya prevent her from making decisions for herself and her wife. Seniors in this 
nursing home are heavily surveilled, their lives are dictated by the care robot’s decision-
making program through pervasive computer vision sensors and implanted biometric chips 
that are engaged in the tracking and calculation of their personal health data. Through this 
system of artificial beneficent care, residents have lost all personal freedom in a sociotechnical 
system that treats elder care as family burden to be relieved and perhaps even refashioned 
into a source of popular entertainment. Zora, as the creator of the system of AI powered robot 
‘caregivers’, witnesses the evolution of this system and its shifting of core values and 
definitions of care over time.  
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Ethical analysis 

Although a technology design and development process may be grounded in a care ethics 
framework (i.e., CCVSD) that includes all stakeholders to establish its ethical development and 
use guidelines, the decisions and actions made by humans and AI powered care robots have 
the potential for harmful consequences for patients and their families. By identifying the 
moral assumptions in Pinkster’s fictional AI care system, we can identify the ways near future 
systems may fail to account for factors that have significant impacts on an individual’s quality 
of life (or end of life). First, the system has evolved to reduce patient ‘wellness’ to the state of 
bodily functions metrics. Second, the lead engineer assumes that embedded values at the 
design and development phase will remain constant as a system evolves over time. Third, the 
deployment of care robots for small care tasks to increase human time for meaningful care 
activities that required the core values of attentiveness, responsibility, competence, and 
reciprocity (van Wynsberghe, 2013) may lead to the eventual removal of all human caregivers 
without checks and balances for maintaining its core principles of care ethics.  

We suggest there are several other concepts to be considered in all phases of care robotics 
adoption, beyond the CCVSD four core concepts, that address harms resulting from the 
erosion of human care giving as illustrated in the example narrative. This move towards 
efficiency over time is something that van Wynsberghe (2020) also concludes is a potential 
weakness in her conceptual framework. In response, we propose applying Held’s (1995; 2006) 
“meshing” of justice and care ethics to the CCVSD framework and to stress the need for 
explicit transparency of decision making by intelligent systems to ensure the fairness in access 
to emerging care technologies to ensure the system is not based on biased datasets, 
perpetuating inequities in social systems. In addition, we argue that Ricoer’s definition of 
dignity (1992) that emphasizes community and social relationships in decision making 
practices should be added to the framework guiding the use of care robots in healthcare 
settings because ideally the patient should be supported in maintaining their own dignity 
while those in their social network uphold an attitude of respect to the individual when they 
are at their most vulnerable (Leget, 2013).  

Finally, the addition of a temporal component to the framework moves the values 
commitment beyond the design and development period to the implementation and auditing 
stage. The proposal made by Valles-Peris and Domènech (2023), Caring in the in-between, 
calls for practical actions that ensure the consistency of system values over time. This includes 
the monitoring of relationships and caregiving processes, the engagement of stakeholders to 
solicit concerns and priorities when making institutional changes, and alleviating fears by 
instilling freedom of choices in care that are reversible. With these additions, we believe this 
augmented care ethics framework for the design of emerging healthcare solutions such as 
care robots may be able to sustain an original set of moral values during the later stages of an 
intelligent system’s deployment and auditing lifecycle. 
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EXTENDED ABSTRACT 

There is an increasing employment of AI technologies in the civil security sector in the promise 
of improving efficiency mainly with regard to resource allocation and automatic data analysis. 
However, the widespread and intrusive uses of AI introduce new challenges, posing threats to 
fundamental rights and democratic principles (European Parliament, 2021). AI systems may 
escalate surveillance practices, amplify discriminatory practices and exacerbate pre-existing 
societal inequalities (e.g., O'neil 2017, Zuboff, 2019). Vulnerable populations, particularly 
children14, require special attention in this context (Charisi, 2022; Rahman & Keseru, 2021). 
To raise awareness on how AI can uphold or undermine children lives and rights, in 2021, 
UNICEF released a policy guidance on AI for children pinpointing how predictive analytics on 
children can limit their identities and experience of the world. As more decisions regarding 
children are being taken with the aid of predictive systems (Hall et al. 2023), it becomes 
important to understand how these technologies are developed, used, and how they might 
impact children’s rights and lives.  

This paper aims at identifying and addressing the ethical and societal impact of predictive 
technologies designed to identify youth at risk of committing crime. More specifically, the 
paper discusses how the use of these technologies by law enforcement can result in portraying 
children as security concerns and the potential negative consequences that may arise from 
such characterization. We shed light on the risks involved in such practices by analysing the 
Prokid (Wientjes et al., 2017) case and the controversies surrounding it. Prokid is an 
identification tool designed for the early detection of young individuals at risk of (re)offending, 
originally developed by the Gelderland-Midden police force in The Netherlands. Prokid started 

 
14 According to the United Nations Convention on the Rights of the Child (UNCRC) (1989), children are 
referred to as those below the age of 18, in addition adolescent and youth refers to those aged 10-19 
(WHO, 2014) and 15-24 (United Nations Department of Economic and Social Affairs (UNDESA). For the 
purposes of this study, we adopt an inclusive definition of ‘children’ that encompasses all three 
definitions, considering those 24 years or younger. 

mailto:sofia@iti.gr
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to be introduced in 2009 in four pilot regions: Gelderland-Midden, Amsterdam-Amstelland, 
Brabant Zuidoost and Hollands Midden (Abraham et al., 2011). Over the course of the years, 
Prokid has gone through several iterations. The initial version, Prokid 12, was designed to 
assess the risk of criminality of children under 12 years old. A subsequent version of the 
system has shifted its focus to the age group of 12 to 18 years (Wientjes et al, 2017). The latest 
version, which is expected to differ substantially from the others, is still under development 
and will include individuals up to 23 years (Tweede Kamer der Staten-Generaal, 2022). Prokid 
relies upon existing police data such as reports of children who have come into contact with 
the police as suspect, victims or witnesses, their addresses, age, gender, the number and types 
of crimes committed, and additional information about their family and peers. Children data 
are sorted in a semi-automated way into four risk categories where “red” indicates critical 
danger, “orange” indicates a problematic situation in regard to the child or their address, 
“yellow” indicates that a potential risk is developing, and “white” indicates no risk. It was 
agreed that the police would take follow up actions with children categorized within the red, 
orange, and yellow categories. 

In the analysis of Prokid, we use social controversy mapping as socio-technical tool to unpack 
the “black box”, understand the functioning of the technology, and evaluate its ethical and 
societal impact. Mapping and analyzing social controversies is a methodology that draws on 
the traditions of Science and Technology Studies and Surveillance Studies (Trevisan et al., 
forthcoming). It consists of deconstructing social controversies as reported in public 
discourses to identify and map the stakeholders involved in the technology lifecycle and gain 
a more nuanced understanding of the diverse perspectives, experiences, needs, values, 
interests, risks and expectations surrounding the technology development. This structured 
analysis is key to account for the larger social context and needs, uncover common grounds 
and areas of contentions and ultimately favour human centered approaches to tech 
development.  

We also evaluate compliance with ethical principles on AI for children to inform policy, 
advocacy, and ethics scrutiny on these practices. By so doing, we flag the diverse factors that 
need to be considered in order to build systems that are ethical and socially sustainable 
promoting children’s safety and security minimising potential harms. Furthermore, we 
specifically evaluate the impact on children’s rights as the potential to interfere with human 
dignity, right to personality, privacy, and their ability to make decisions about their own lives 
(right to self-determination). 

With this work, we want to emphasize the importance of conducting ethical, societal and 
fundamental rights impact assessments employing the social controversies deconstruction 
method to guide technology development and governance models towards promoting the 
well-being of children and upholding the no-harm principle. Our work makes two unique 
contributions. Firstly, it offers an evidence-based framework designed to unpack the black box 
of controversial technologies, support explainability and accountability and understand the 
dynamics of the diverse discourses and interests. This approach enables a comprehensive 
analysis of the technology's impact. Secondly, our approach recognizes that technology does 
not exist in a vacuum, but it interacts with, shapes, and is shaped by society. Therefore, it 
delves into the broader social understanding and ethical implications of the technology under 
examination.  
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EXTENDED ABSTRACT 

Personal mobile phones, particularly smart phones, can be a valuable repository of 
information about a user’s geographical movements, communications behaviours and online 
browsing history. For that reason, they offer a valuable source of evidence in criminal 
investigations. In the Mobile Phone Extraction (MPE) process, copies are made of a device 
belonging to a suspect, complainant or witness in a case and the data extracted is examined 
by police and others in the criminal justice system over the course of the ongoing 
investigation. In recent years, the UK criminal justice system has increasingly deployed Mobile 
Phone Extraction (MPE) and drawn on digital tools to assist with the analysis of data. It is 
anticipated that these tools will increasingly incorporate state-of-the-art AI techniques 
(Costantini et al., 2019). 

The extraction and use of personal digital data can provide important evidence to secure 
criminal convictions but also raises significant ethical and responsibility concerns. Whilst the 
MPE process can elicit valuable evidence, it is often very lengthy and inefficient. Analysing 
data from digital devices is resource and time intensive. Forensic examinations can take an 
extensive amount of time to complete, creating case backlogs (HM Crown Prosecution Service 
Inspectorate, 2019). Many of the commercially available digital forensics tools are expensive 
to purchase, limited in usability, and quickly out of date. A lack of accepted standards and 
validation procedures means that the accuracy of tools cannot necessarily be guaranteed 
(Horsman, 2019). In addition, extracting and reviewing the entire dataset from a phone may 
cause distress to the phone owner and be regarded as an intrusion of privacy (Big Brother 
Watch 2019; Centre for Women’s Justice, 2019). Where the extraction is conducted without 
consideration of what is necessary and proportionate, this raises significant risks of violating 
data subjects’ rights (ICO, 2020; ICO, 2021). 

These concerns have culminated in a crisis of trust and practice over MPE, creating a situation 
in which individuals may decline to hand over their devices to police or even decline to report 
their experience of crime. In 2020 the UK Information Commissioner’s Office argued for action 
to assure the legality of MPE and for privacy by design to be embedded into digital forensics 
tools (ICO, 2020). There is clearly an urgent need for MPE tools, and wider practices around 
their use, that are both useful and trustworthy and that address existing concerns in order to 
resolve the current crisis of trust and practice. 
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In this position paper we outline an ongoing research project (Trustworthy and Useful Tools 
for Mobile Phone Extraction) that identifies opportunities for responsible MPE in the criminal 
justice system in the UK. The project includes the development of a privacy-preserving digital 
forensics platform. The RIME (Responsible Investigation of Mobile Environments) platform is 
designed to expose a subset of the contents of a phone for investigation rather than the entire 
dataset. This returns a relevant and manageable volume of data and also protects the phone 
owner’s privacy. A further privacy-preserving mechanism is a pseudonymisation feature that 
replaces real names and phone numbers with autogenerated (but indexed) alternatives. As 
the project continues, RIME will embed visualisation features to support usability. RIME’s 
modular nature allows the wider community to build plugins to analyse specific apps within 
its generic framework, and to extend its visualisation and analysis tools to meet specific 
investigative needs. As an open-source tool, it is also available for assessment and inspection 
by stakeholders across the MPE process – an important responsibility mechanism. 

Our project also involves the conduct of interlinked research activities examining different 
dimensions of trustworthiness and usefulness in relation to MPE. These research activities 
draw on computer science, digital forensics, data security, social science, human computer 
interaction and law to forge a broad and inclusive understanding. The results of these 
activities inform the ongoing development of RIME and also serve to highlight opportunities 
for responsibility in MPE more generally.  

Firstly, we explore the regulatory framework, with particular attention to data protection 
issues raised by MPE and MPE tools, and recent legal attempts to mitigate these risks. We 
conduct stakeholder engagement activities to identify perspectives across the MPE process. 
These involve participants from  

the police, the legal profession, victim support organisations, privacy campaign organisations, 
and academics specialising in law and technology. We combine the results of these activities 
with case studies from the existing literature, a review of suggested frameworks for privacy 
preserving mobile forensics (e.g. Heo et al., 2022; Hyder et al., 2022) and the review of existing 
standards for digital forensics (e.g. ISO17025 and CASE) to identify ways in which the MPE 
process can be supported to become more efficient whilst also embedding privacy by design 
and safeguarding considerations into MPE tools.  

We anticipate that our project outcomes will serve multiple purposes by highlighting 
opportunities for responsibility in MPE and developing a digital forensics tool that is 
accessible, useful and trustworthy. In particular, we seek to demonstrate how the rights of 
phone owners can be better protected, and the efficiency of investigation processes can be 
enhanced.  

 

KEYWORDS: mobile phone extraction, digital forensics, data protection, privacy, criminal 
justice. 
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EXTENDED ABSTRACT 

The contribution aims to reflect on ongoing experiences of connecting the members of 
technological world with vulnerable and marginalised communities inside the framework of 
CommuniCity Horizon Europe project.15 The project draws on three rounds of open calls 
starting in cities of Porto, Amsterdam and Helsinki and then ‘replicated’ in other European 
cities during the project timeframe of 3 years. In the beginning of the open call rounds, hosting 
cities announce societal challenges to which the pilot proposals need to respond. The selected 
by independent jury pilots aim to develop technological solutions tailored to the specific 
needs of local communities together with the members of those communities, by means of 
co-creation.16 The overall aspiration of the project is to accumulate the experiences and 
learnings on co-creation with disadvantaged groups, to come up with scalable practices and 
solutions, with the possibility to use the guidelines for successful open call and piloting 
processes as well as technical components and tools to replicate solutions in other cities and 
communities. 

At the time of submitting the initial proposal to the ETHICOMP2024, the midterm meetings 
with the pilot teams are being run and the co-creation sessions with the targeted groups, 
meaning the members of communities, are being held. The theoretical, ethics-related 
question that derives from the related empirical observations and exceeds them – seems to 
be extremely important for future work aimed at the very same direction. The questions 
addressed by the contributions are:  

What is meant by co-creation when we speak about co-creation of the technological solution 
with the communities? Where can we draw the line between co-creating with the community 
and ‘testing’ the solution on community? How to develop tech solutions for and with 
marginalized groups without harming or disappointing them?  

These questions are answered by means of reflection on more ‘practical’ issues, among which 
are: does creating technology with and for the communities imply that the solution is better 
to be ‘built’ from scratch? is ‘feeding’ the application/platform/technological solution with 
the data coming from the communities, especially vulnerable and marginalised communities, 
can be viewed as an exercise of co-creation? can the potential positive externality of making 

 
15 The website of the project: https://communicity-project.eu.  
16 The overview of the pilots that have been selected by the independent jury as a result of the first 
open call is given here: https://communicity-project.eu/2023/06/22/piloting-teams-announced/.  

https://communicity-project.eu/
https://communicity-project.eu/2023/06/22/piloting-teams-announced/
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the solution less biased through engagement with the members of ‘target’ communities be 
seen as a balancing act?  

In our contribution, the analysis is drawn on empirical observations of piloting processes and 
related activities. The conceptual part, in turn, starts from the central notions. Aiming to bring 
together the world of technologies and vulnerable and marginalised communities, we 
inevitably face questions on the very essence of the conditions of vulnerability and 
marginalisation. On the grant proposal stage, the wording ‘hard to reach’ had been used while 
describing the communities at the centre of attention. Later we decided to abandon such a 
phrasing, on the grounds of the points raised such as: “Nobody is per se hard to reach”; “Such 
a terminology suggests that the municipalities are ‘lazy’ to reach the groups.” 

The conditions of vulnerability and marginalisation have different focuses, with vulnerability 
being the ‘inner’ condition, an inward situation, while the condition of marginalisation implies 
being an ‘object’ of the process of marginalisation, being on the ‘receiving side’ of the external 
process, in contrast with the ‘inner’ condition. The word ‘disadvantaged’, in turn, is used as a 
comprehensive notion including the notions focused on different aspects and conditions 
belonging to the ‘disadvantaged’ condition. We may outline that the words ‘disadvantaged’, 
‘vulnerable’, and ‘marginalised’ vary with respect to their sensitivity, with ‘disadvantaged’ 
being more neutral. Both conditions of vulnerability and marginalisation relate to ethical 
considerations: the ‘do no harm’ normative principle is supplemented by thoughts on the 
desirable ‘empowering’ effect relevant for both conditions, being it the ‘inner’ condition of 
vulnerability or the vectored toward the person or group, directed from the ‘outside’, 
condition of marginalisation.  

It is important to emphasise the ethical complexity of the goal set for the project determined 
not only by communities and their needs being in the centre of attention. Grants distributed 
to the winning teams are limited in their amount, as is the piloting period. While in cases of 
internal resources available, the pilot hosts have an incentive to proceed with projects further, 
such a scenario is not certain and depends on many factors. Keeping in mind these limitation 
factors, the main goal of the project is to acquire learnings that will enable replication in other 
cities and communities. The learnings in their broader sense then include not only successes 
but failures. At the same time, with the communities being at the centre of the processes, not 
all ‘failures’ may be desirable, if we may formulate it in this way. Some failures, the failures 
potentially having a negative impact to the communities involved, need to be minimised. A 
replication goal embedded in the project, with so-called replicator cities joining second and 
third open calls and piloting rounds, as well as piloting funding and timeframe limitations and 
the focus on learnings derived from the processes, all indicate the experimental nature of the 
project. The dualism of experimentation with the focus on disadvantaged communities brings 
unprecedented analytical and research possibilities but also the stress on responsibility and 
the ethical component. 

Running pilots with such groups and involving them in creating and developing solutions can 
generate valuable technological innovations. Consequently, the long-term value of the pilots 
and experiments for other people who have similar needs, is quite clear. However, the 
individuals who take part in the project often may not profit from the results of the pilots 
themselves, or even if they do, it can take a long time. A few relevant examples from the 
project: a company ran a pilot for a technology increasing the autonomy of the elderly, the 
elderly people involved liked the technology, but when the piloting period is over it will be 
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taken away from them as this was just a pilot to learn from. Another example is a platform 
that is further developed with a group of youngsters who have been in contact with the law, 
their input improved the platform but the platform turned out to be too expensive for the 
involved department of the piloting city to be actually implemented. In general, the common 
opinion is that when you start a pilot you have to invest in expectations management and 
explain to the people taking part that the objective is to gather knowledge and experiment 
and that they should not expect that they will be able to use the solution once the piloting is 
finished. Members of disadvantaged communities, in turn, may be in a position of need so 
such a ‘warning’ is not registered very well, and they still hope for a real solution and may be 
disillusioned at the end of the pilot. At the same time, the evidence suggests also positive, 
identitarian consequences of engagement, with community members reflecting on their 
motivation using phrasing such as “helping people, working together towards a higher goal”. 

Co-creation activities aimed at the communities in question do not make the piloting 
processes easier, quite the opposite. Yet, the opportunities for experimentation and learning 
accumulation enabled by such design are extremely valuable. To facilitate and conduct the 
related activities of community engagement activities in an ethical way, it is necessary to keep 
in mind the ‘do no harm’ principle, the power imbalance including the imbalance of 
professional, technological subject-related knowledge, and the general condition of belonging 
to a disadvantaged community. The balancing act as well as the risk of harm mitigation act 
may be exercised by providing clear and honest communication including the communication 
on general aims and limitations of the project and particular pilot, encouraging the dialogue 
on equal terms, aimed at ‘de-objectivization’ of community and its members and empowering 
the members of communities from the very beginning of the engagement.  

 

KEYWORDS: Ethics, technology, AI, city, community, vulnerability, co-creation. 
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We are living in a smart world, where everything looks smart. The use of the term “smart” is a buzzword. 
Technology becomes the backbone of virtually every aspect of our life: work, relations, health, education, 
leisure, …  In ETHICOMP 20204 International Conference, we wonder if the current state of technological 
revolution is truly smart. What does “smart” really mean in digital contexts, and what should “smart” 
signify? If technology becomes smart, what is the impact on computer ethics and digital ethics? It is 
unquestionable that any smart technology must be ethical in both its development and its uses, but 
cases of unethical practices in the digital world, which are often hidden by technological determinism, are 
increasing. The analysis of unethical practices and the search for solutions to create a digitally healthy 
society is the theme of our next conference: digital ethics should lead the smart revolution, but is it doing 
so? What should we do to locate digital ethics at the core of the smart revolution? What are the ethical 
requirements for smart in order that it will sustain societal welfare?
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